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We present the design, implementation, and experimental evaluation of ASTRO, a modular end-to-end system
for distributed sensing missions with autonomous networked drones. We introduce the fundamental system
architecture features that enable agnostic sensing missions on top of the ASTRO drones. We demonstrate
the key principles of ASTRO by using on-board software-defined radios to find and track a mobile radio
target. We show how simple distributed on-board machine learning methods can be used to find and track
a mobile target, even if all drones lose contact with a ground control. Also, we show that ASTRO is able to
find the target even if it is hiding under a three-ton concrete slab, representing a highly irregular propagation
environment. Our findings reveal that, despite no prior training and noisy sensory measurements, ASTRO
drones are able to learn the propagation environment in the scale of seconds and localize a target with a
mean accuracy of 8 m. Moreover, ASTRO drones are able to track the target with relatively constant error
over time, even as it moves at a speed close to the maximum drone speed.
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1 INTRODUCTION

In this article, we present ASTRO, a system that realizes distributed data-driven sensing missions
via autonomous drone networks. In contrast to leader-follower applications, we empower each
drone with independent on-board machine learning capabilities, along with communication and
coordination mechanisms that enable them to cooperatively realize mission objectives. We experi-
mentally demonstrate, for the first time, heterogeneous and dynamic on-drone learning from live
sensor data without the necessity of a pre-trained process. We study exemplary missions in which
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a group of drones find and track a mobile radio using only signal-strength measurements and with-
out communicating to ground stations during the mission. Applications of this scenario include
off-the-grid search-and-rescue for a beaconing phone and urban public safety. In this context, we
make the following three contributions.

First, we present the system architecture and implementation of ASTRO. The key features in-
clude (i) a software architecture that enables realization of high level mission logic at a layer above
low-level flight controller functions; (ii) a hardware architecture that enables “plug and play” of
diverse mission-oriented sensors beyond flight controller sensors such as gyroscope and compass;
(iii) software-defined radio (SDR)-based communication capabilities.

Second, we implement and demonstrate online light-weight on-drone machine learning algo-
rithms that exploit domain knowledge. Namely, we begin with an Friis’ equation and learn param-
eters such as path loss exponents and antenna gains via batch gradient descent for the non-linear
regression; likewise, we select k-means clustering for the drones to reach a coordinated target loca-
tion estimate with low-error despite the high error of non-linear Friis-based multi-lateration. The
approach therefore realizes heterogeneous learning in which different drones can be subjected to
different propagation environments (different shadowing, pathloss, etc.). Moreover, the method is
“online” in that no prior training is required to realize the mission objectives, such that we do not
require drones to have flown prior missions in similar environments.

Together these design features enable off-grid missions. Namely, we do not require ground con-
trol stations for sending and receiving control signals and/or data and thus do not require an air-to-
ground network. This contrasts with existing systems that use either human or machine control
from the ground [1-3]. Consequently, missions can proceed during outages with ground control or
in areas without communication infrastructure, e.g., during disaster response. Nonetheless, when
network infrastructure is available, ASTRO can utilize it to (i) offload machine learning computa-
tions to ground resources if beneficial and (ii) report back mission results while the mission is in
progress or after completion and landing.

Third, to demonstrate ASTRO, we implement all of the aforementioned aspects and report on
over 1,000 h of test flights.! We deploy a suite of missions to test the key components of ASTRO.
In an exemplary mission, all drones are launched from a common location outside of the range
of the target, so that no ASTRO drone can initially detect the target. Without any prior training
data and pre-train process, the drones coordinate during an initial search phase in which they
cover the largest possible area given their constraints of sensing capabilities, inter-drone connec-
tivity, battery life limit, and so on. Once a drone has identified the target, it requests that all other
drones aid it for the greatest possible tracking accuracy, guided by ASTRO’s on-drone embedded
machine learning algorithms. In other experiments, we test heterogeneous propagation environ-
ments by hiding the target inside an angular concrete slab weighing several tons and surrounded
by buildings. Last, we test dynamic environments by continuously moving the target, including
with abrupt changes of the targets’ direction.

This article extends our earlier work in Reference [4] by (i) providing more system design details,
e.g., summarizing our lessons during the 24 months of drone system design and exploration, (ii)
performing various system design space exploration, e.g., studying the relationship between the
accuracy of parameter estimation and the number of samples and that of the localization accuracy
and algorithmic parameters, and (iii) evaluating the ASTRO system in a more thorough manner
(over 1,000 h of test flights vs. 500 h in Reference [4]), e.g., considering targets hidden under a big
slab in addition to those in open environments and studying the impact of drone formation on the
achieved localization accuracy.

10ne of the authors has a drone pilot license as required at the test locations.
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The remainder of this article is organized as follows. In Section 2 we describe related works.
In Section 3, we present the design and implementation of ASTRO, describing exemplary mission
scenario in Section 3.2 and ASTRO’s on-drone online light-weight machine learning algorithms in
Section 3.3. In Section 4, we present extensive experimental results to demonstrate the capabilities
of ASTRO in real-world outdoor environments. Finally, Section 5 concludes the article.

2 RELATED WORK

Autonomous drones. Recent advances have demonstrated autonomous drone flights [5]. Thanks
to open-source communities such as ardupilot [6], it is now possible to achieve high control accu-
racy [7]. Commercial platforms are also advancing: for example, in 2016, Amazon tested the first
autonomous drone delivery [8]. Likewise, the DJI Phantom, the Yuneec Typhoon, GoPro Karma,
Skydio, which are widely used for aerial cinematography, present features such as Follow Me that
make drones automatically follow a target person [9]. However, in these applications, a drone is
still tethered to the smartphone, which behaves as a ground control station (GCS). In contrast,
we leverage open software and hardware to build an open modular drone platform that can support
tetherless operation, in which an air-to-ground interface is not mandatory. Consequently, ASTRO
can leverage outcomes of other projects such as DARPA FLA [10], that target to develop naviga-
tion, perception, planning, and control algorithms to enable autonomous and high-speed flights
through unknown environments. Our architecture also suits customizable commercial platforms
such as the Matrice 100 [11], a quadcopter for developers that can be programmed via a Software
Development Kit.

Networked drones. Multiple drones working cooperatively to complete a task can be more
efficient than single-drone platforms, especially given flight-time constraints [12-14]. Moreover,
drone sensor networks can enrich the accuracy of the sensed data. Recently, several studies have
been conducted on aerial and in particular on ad hoc networks [15-17]. Although their features
have been widely investigated, there are only a small number of implementations, and most target
inter-drone routing protocols [18, 19], joint trajectory and transmit power optimization [20], and so
on. Such advances can be used to improve the performance of ASTRO in different mission contexts.

Spectrum sensing and localization. Recently, UAVs have been used for conducting aerial
spectrum sensing and localization. An implementation of a system based on a mini unmanned
helicopter—equipped with an off-the-shelf smartphone as a wireless sniffer—is designed to fly over
a pre-designed flight route and send collected logs to the ground where localization algorithms are
applied [1]. Likewise, a drone equipped with 8 wireless sniffers can perform aerial wardriving [21].
In contrast, ASTRO drones analyze measurement data on-board and in real-time, and adjust their
flight paths accordingly. Moreover, in contrast to single-drone solutions [1, 21-24], ASTRO realizes
a network of multiple drones that communicate and coordinate among themselves.

Machine learning-based localization and tracking. There has been a growing interest in
leveraging the adaptability and information extraction capability of machine learning algorithms
for localization and tracking. One line of research employs machine learning for RSSI-based lo-
calization of wireless sensor nodes. Specifically, learning regression tree [25], support vector ma-
chines [26], neural networks [27, 28], and k nearest neighbors [29], have been proposed. While
these techniques show the potential of machine learning algorithms for robust and accurate local-
ization or tracking, they are all developed for indoor environments and employ static sensor nodes.
Moreover, their learning processes are supervised, i.e., pre-labeled training dataset are required,
limiting their widespread applicability to many applications in which pre-labeled data cannot be
obtained or are too expensive to be collected. Another research thrust develops machine learning-
based localization and tracking techniques for drones. Machine learning algorithms have been em-
ployed, including Reed-Xiaoli algorithm [30], support vector machines [31, 32], and convolutional
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neural networks [33-35]. As these approaches require a camera and rely on image processing, their
computational complexity requires resources beyond the capabilities of the companion computer
that we implemented on ASTRO. Nonetheless, they can potentially be applied in image-based mis-
sions provided that computation resources can meet size, weight, and power constraints. Thus, in
contrast to prior works, ASTRO is the first work to leverage unsupervised light-weight machine
learning algorithms for online drone-based moving target localization and tracking in outdoor
environments.

Swarm optimization and control. Great progress has been made for swarm optimization and
control of robots [36]. Solutions to position a team of robotic routers to provide communication
coverage to the remaining client robots [37] have been proposed. Likewise, other research thrusts
focus on the path planning while taking into the coverage for the area and obstacle avoidance
[38]. Other approaches focus on bringing edge/cloud computing on UAVs to achieve high quality
of service (QoS) guarantees [39]. In contrast, we do not take leader-follower or bio-inspired ap-
proaches with simple inter-drone rules to enable large scale swarms. We target that each drone
has equal learning and autonomy capabilities to complete the mission, albeit with greater on-drone
computing requirements.

3 SYSTEM DESIGN

In this section, we first describe ASTRO system architecture, providing details about each of the
modules of the system. Next, we discuss ASTRO in the context of the mission scenario of finding
and tracking a mobile radio target. We describe different phases of the mission and discuss our
machine learning algorithms that leverage fundamental principles of signal propagation to learn
the environment and track the target. Then, we discuss how the design principle, i.e., combining
domain knowledge and machine learning algorithms, is general and can be applied to a broad class
of sensing missions. For the ease of exposition, we focus on the case of the mobile target in this
article and provide an example of our recent work [40] that uses ASTRO to find and track hazardous
plumes from extreme environmental events with software defined radio sensors replaced with gas
Sensors.

3.1 System Architecture

We design ASTRO as a modular system as shown in Figure 1. Based on different mission require-
ments (e.g., sensing specifications, desired flight time, weight budget), modules can be modified
and upgraded, while new modules can also be added to the system to enable new features. Below,
we describe the main ones, and in Section 3.4, we discuss Mission Sensing in the context of radio
frequency sensing, gas sensing, as well as other potential sensing modalities.

MISSION LOGIC (SKYNET). Mission Logic (SkyNet) is the core of the system while all other
modules interface and interact with it by offering their computing, sensing, navigation, and net-
working resources. This architecture enables simple and intuitive methods for developing mission
applications and makes ASTRO maximally use case-agnostic. In SkyNet, we develop a set of API
libraries [41] to abstract out the complexities of avionics from the main mission objective. The
libraries (e.g., skyengine, skysense, and skycontrol) contains Python wrapper functions that of-
fer easy access to different functionalities of the drone infrastructure, enabling system flexibility
without sacrificing usability. In addition, we design a framework for users to develop their mis-
sions. The framework is based on the principle of peer-to-peer (P2P) distributed computation
and provide convenient interfaces for interoperability between drones.

To test and validate the mission logic, we also develop a simulator that closely mimics the
physical deployment of drones in the field. The simulator is built by virtualizing drones and
infrastructures such as sensors and flight controllers in docker containers [42] and visualizing
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Fig. 2. An illustration of the ASTRO system that comprises both software architecture and hardware
architecture.

mission status and drone state in a web application as illustrated in Figure 2(a). It is a convenient
tool for testing underlying mission logic in a virtual environment, both for single and multi-drone
missions. With the simulator, users can debug any mission logic flaws early in the development
phase and avoid potential failures in the field.

AUTONOMOUS FLIGHT. ASTRO drones fly autonomously in a mission, without requiring
human-operator in the loop. To this end, we equip drones with Flight Controller, embedded hard-
ware that manages flight dynamics of the drone. The Flight Controller is programmed with au-
topilot firmware [43], which communicates with on-board navigation sensors such as gyroscopes,
accelerometer, barometer, and magnetometer. Based on the specified mission logic, it then tempo-
rally and spatially adapts the state of the drone. The Flight Controller can also receive commands
from a human-operator, allowing him/her to take control over the drone as necessary, e.g., emer-
gency landing.

For our targeted outdoor environments, we use GPS to aid navigation and localization.
Differential-GPS can be used in case some missions quire highly accurate positioning, providing
centimeter-level accuracy. While standard cost-efficient GPS has an error in the scale of meters. To
autonomously detect and avoid obstacles, we also equip drones with light-weight 360° lidar sensors.
The obstacle avoidance can be set to have the highest priority so that the flight path could be tem-
porarily altered from what is directed by the mission objective to safely continue the mission.
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COMMUNICATION AND NETWORKING. In ASTRO, drones form a network and establish
drone-to-drone communication. For that, drones can employ either an internal Wi-Fi card embed-
ded on Companion Computer, attachable USB Wi-Fi dongles, or an SDR. While Wi-Fi card and
Wi-Fi dongle (e.g., Panda Wireless with 802.11n [44]) provide simple plug-and-play solutions, SDR
allows tuning for a wide range of frequencies. We employ IRIS software defined radio, which has a
transceiver that can be tuned from 50 MHz to 3.8 GHz, with up to 56 MHz of contiguous bandwidth
and a 12-bit ADC.

For ease of implementation, ASTRO drones maintain connectivity with a routing layer employ-
ing Better Approach to Mobile Ad hoc Networking (BATMAN) [45], a mesh routing operating
at Layer 2. BATMAN eliminates the need to spread information concerning network changes to
every node in the network and supports multiple network interfaces per node. While they are ca-
pable of multi-hopping, exploration of network effects is beyond the scope of this article, and all
drones remain mutually in range during our experiments.

ON-BOARD COMPUTING. Together with the Flight Controller and the resource-constrained
embedded hardware responsible for flight coordination, ASTRO drones mount a more power-
ful dedicated Companion Computer to perform several important computing tasks. First, it runs
SkyNet and interacts with the Flight Controller to manage avionics—they communicate via the
MAVLink protocol [46] and passes computed flight decisions in real-time. Next, it processes data
received from the sensing module and makes the pre-processed data available for further decision
making. Then, it runs mission logic and executes online light-weight machine learning methods that
we discuss in Section 3.3. Last, the Companion Computer manages the networking stack, which
enables discovering and maintaining air-to-air links between drones, and if available and needed,
air-to-ground links to the GCS, e.g., to offload machine learning computations.

In ASTRO, we used two different embedded hardware, Raspberry Pi3 and UpBoard, as the Com-
panion Computer that can be mounted on the drone. Raspberry Pi3 is a standard and more cost-
efficient option that runs Raspbian Stretch Lite operating system. In contrast, UpBoard is more
suitable for missions that have high computation requirements, since it hosts a powerful Intel
Atom x5 Z8350 quad-core processor and 2 GB RAM. Note that other single-board computing de-
vices can also be used as Companion Computer such as Nvidia Jetson, and so on, as long as they
fulfill requirements in terms of limited size, weight, and power consumption.

TETHERLESS. Most of the drone systems available on the market support only a single aerial
vehicle and require a GCS. The GCS is typically a standard computer used as a centralized planning
and adaptation point, e.g., to configure mission parameters such as coordinating to cover through
waypoints navigation and the action to take at each waypoint [7]. Likewise, popular platforms
such as GoPro Karma, DJI Phantom, and Skydio, realize Follow Me applications in which drones
autonomously follow a mobile target. However, in these applications, a drone is still tethered to
the smartphone, which behaves like a mobile GCS [3].

In contrast, ASTRO can realize tetherless off-grid operations in which drones communicate
with each other but are not required to maintain communication with any ground systems, and
computation can be performed on-drone. This enables successful mission execution even during
outages with the ground station. As described above, ASTRO drones are enhanced with a software
and hardware architecture that supports tetherless and autonomous network sensing missions.
Thus, GCS and air-to-ground interfaces are not mandatory in our architecture.

3.2 Mission Scenario

To further motivate the design and evaluation of ASTRO, here we describe an exemplary mis-
sion. We consider a mobile target that has a signature of transmitting between 563 and 568 MHz.
The drones are equipped with sensors that can measure only received power and their high level
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objective is to find and track the target. We consider that drones’ maximum velocity exceeds the
target as otherwise, the target can simply “out run” the drones. In the scenario, ASTRO drones
are launched from a location that we do not assume to be within the range of the target, i.e., the
mission can be initiated from a point in which no drone can sense the target. The drones coordi-
nate to realize the mission and if available, can use ground control to offload the machine learning
computations. While scenarios with multiple targets can be implemented in ASTRO, the required
algorithmic extensions are beyond the scope of this article. ASTRO does not achieve the objec-
tives by simple “war driving” in which drones exhaustively sense over a region. Instead, ASTRO
drones must adapt their flight patterns according to sensed data to collaboratively and adaptively
find and track the target for minimizing the mission time, which is more practical in real-world
environments given the limited flight time of drones.

3.3 On-Drone Online Light-Weight Machine Learning

The main challenges of the described mission, as well as distributed mobile sensing missions in
general, reside in data processing and control aspects: (i) the lack of prior knowledge or train-
ing data about the mission environments; (ii) sensed data are often error-prone due to various
real-world environmental disturbances, e.g., potentially failed sensors or drones, and so on; (iii)
the requirement for real-time responses despite the limited processing capability of the on-drone
computer; (iv) constrained drone flight time due to weight constraints.

To address these challenges, we design ASTRO to operate in two phases: “search and learn” and
“swarm and track,” depending on whether the target has been initially identified by any drones.
Specifically, ASTRO drones could be launched from an initial arbitrary location, even outside of
the sensing range of the target. During the search and learn phase, drones fly in accordance with
pre-computed partitioned zones and planned paths, obtained by solving a multiple traveling sales-
man problem under the constraints of the number of drones, flight time, on-board sensing range,
and the target environment [47]. The zone partition will determine how to divide the target area
into zones so that each drone takes charge of one zone, and the planned paths provide guidance
for drones to fly within their corresponding zones. Also, during this phase, each drone works inde-
pendently and learns the signal propagation model parameters while trying to identify a potential
target (see Section 3.3.1). Once a drone is in the range of a target, it informs all other drones. Sub-
sequently, all drones will swarm to the target and switch to the tracking phase in which they work
collaboratively to locate and track the target (see Section 3.3.2), while continuously updating their
estimates of the propagation environment.

3.3.1 Search and Learn. The goal of this phase is to independently learn model parameters as
well as to search for a target. Thus, it features both a machine learning algorithm and the Friis
propagation model to exploit domain knowledge.

We select received power and the Friis model to track the target to realize it with a group of
single-antenna drones, without any additional hardware, and potentially encountering high vibra-
tions and mobility. Namely, compared to the time of arrival [48], angle of arrival [49], or time
difference of arrival [50], our method is more suitable for drone-based applications, considering
drones’ mobility and strict constraint on weight. However, locating a transmitter solely based on
received power can encounter a high error, as this metric is highly affected by reflections and other
interactions of the radio signal with the environment. We, therefore, couple domain knowledge
with a simple machine learning algorithm to dynamically adapt model parameters in real-time,
aiming to improve modeling and tracking accuracy while maintaining low complexity.

At the beginning of the search phase, both the environment-dependent propagation parameters
and the target location information are unknown. To tackle the challenges of modeling the varied
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interactions between received power and environment and capturing the target position in a short
time, we formulate the problem as a machine-learning framework using nonlinear regression [51]
and use a batch gradient descent (GD) algorithm [52] to solve it. This approach is well suited
for the search phase as it is an effective yet simple method for enabling the learning of the model
parameters and locating the target simultaneously in real-time.

Friis’ propagation model indicates that receive power decays with the distance D from the trans-
mitter to the receiver, such that in dBm [53]:

P(D) = P(Dy) — 10y log, (DBO) + 0, (1)

in which P(Dy) is the received signal strength at a reference distance from the transmitter Dy (in-
corporating transmit and receive antenna gains, etc.), o is a zero-mean Gaussian random variable
that represents shadowing, and y is the environment and frequency dependent path loss exponent.
For our purposes, we can express Equation (1) as

P(D) = alogio(D) + 1, (2)

collapsing the parameters to two unknowns such that « is proportional to the environment and
frequency dependent path-loss exponent, and 7 incorporates the remaining parameters.

Denoting the positions of the drone and target in the Cartesian coordinate system as (x, y, z)
and (x°, y°, z°), respectively, the distance is D = /(x® — x)? + (y° — y)? + (¢ — z)%. Note that each
ASTRO drone is equipped with an on-board RF receiver and GPS receiver that can obtain P and
(x,y, z), respectively. Thus, the goal in the search and learn phase is to utilize these measurements
to learn the model parameters («, 17) and the target position (x¢, y¢, z).

ASTRO drones continuously sample their own position (x, y, z) and the received signal strength
P.In a batch GD algorithm, parameters are updated using a batch of measured data at each step.
We choose the batch size to make sure that the model parameters («, 1) and the transmitter po-
sition (x¢,y¢,z¢) can be assumed to be constant within each batch of measurements under the
given sampling rate. We formulate the estimation of the five parameters (i.e., a, 5, x%, y¢, z) as a
nonlinear regression problem, in which a cost function J(a, 1, x¢, y¢, z°) can be defined as

M
1
](0(, U’xc’ yC,ZC) = m Z (Pie(a’ n’xcv yc’zC) - sz)z s (3)
i=1

where M denotes the number of measurements in each batch, P]" denotes the measured received
signal strength in the ith measurement, and P{ (a, 7, x¢,y¢, z°) denotes the ith estimated signal
strength according to Equation (2) using the estimated path-loss propagation parameters and tar-
get location. Essentially, ] measures how close the calculated RSSI based on the estimated parame-
ters and location is to the corresponding measured signal strength. Mathematically, our approach
aims to solve the following optimization problem:
argmin J(a,n,x,y°, z°). (4)
a2, 4, 2¢
It is in general intractable to obtain a closed-form solution to Equation (4). We instead employ a
batch GD algorithm [52], which is simple and effective for solving nonlinear regression problems.
Specifically, this algorithm iteratively searches possible model parameters and target locations that
minimize the cost function in Equation (3). To do so, it first randomly assigns initial values for the
parameters to be learned, and then iteratively performs the following update:

0
s = O = 5 50=T (s s X Y 27) (5)
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where 6 represents one of the five parameters (, 17, x¢, ¥, z°), § denotes the learning rate, and k
denotes the iteration index. Note that all the parameters need to be updated simultaneously. The

partial derivative term ;—ij corresponding to the five parameters in Equation (5) can be obtained

as follows:
% = 17142 [(P (e mis o i 25) = ) dogro (D) |
M
o = 37 2 (7 (ewomeonovfosf) =27
;x]i = 1\—14 : (Pf(ak,nk,x;,y,i,Zi)—P?)% : (6)
e = 3 : (IR —P{")%]

In summary, our approach for the search and learn phase relies on a single model to learn both
the model parameters and target position based on the measured data of each drone independently,
i.e., there is no exchange of data (neither raw data nor intermediate results) among drones. Its sim-
plicity (i.e., low data computation and zero data communication overhead among drones) enables
fast identification of the target within each drone’s search area, maximizing the possible covered
area and minimizing the mission time. This is critical due to the drones’ constrained flight time.

3.3.2  Swarm and Track. Once an ASTRO drone identifies the target, all N drones switch to the
swarm and track phase. The goal in this phase is to collaboratively locate and track the target in
real-time,? while leveraging learned model parameters and target estimation from the previous
phase. Because the target could be moving, the key challenge lies in ensuring that the tracking
algorithm has a short tracking latency (i.e., low data computation and communication overhead)
to enable real-time tracking of the moving target, while at the same time meeting the specified
tracking accuracy in the presence of potential environmental disturbances, e.g., wind, potentially
failed sensors or drones, and so on.

To address this challenge, we utilize a fast (without the need to exchange raw data) and effec-
tive (because the estimated target position at each time step involves corresponding intermediate
results from all drones and its outliers is mostly ruled out) tracking algorithm that combines in-
termediate results from multiple drones at different locations to perform collaborative tracking
and a K-means clustering algorithm to suppress the large errors that are commonly observed in
path-loss-based propagation models and real-world drone-based mobile sensing experiments. Al-
though there are other well-established noise suppression techniques, such as Kalman filter and
its variants, their complexity when applying to nonlinear systems can be prohibitively high [54].
In contrast, the K-means algorithm is simple yet efficient, as will be described in this section and
demonstrated in the experimental section. Without loss of generality, we describe the algorithm
for the case of 2D tracking; we extended to the 3D tracking case for our implementation.

%For other mission objectives, e.g., multi-target missions, a subset of drones can remain in the search phase. For simplicity
of exposition, we consider a single target here.
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After each of the N drones learns its own propagation parameters, the distance between the ith
drone and the target can be calculated directly from a single power measurement, i.e.,

D; = 10Fmmd/ei j =12 N. (7)

Combined with GPS measurements, in a 2D Cartesian coordinate system, the N drones have the
following N nonlinear equations:

(x¢ —x1) + (y° - yl)z =D}

1°

(x¢ = x2)* + (y° — y2)* = D3, ®

(x¢ —xn)? + (y° —yn)* = D%,

Using multilateration, a unique solution of the target position (x¢, y¢) at each measured time in-
stance from these N nonlinear equations exists if there are at least three independent measure-
ments/equations, i.e., N > 3. In other words, this algorithm requires three drones for 2D tracking
and four drones for 3D tracking in the ideal scenario (i.e., no environmental disturbances, failed sen-
sors or drones, etc.). While additional drones will not help in the ideal scenario, their use can help
to rule out noisy tracking in practice. Although there are more advanced localization approaches in
the literature such as fingerprinting-based localization [55] and machine-learning strategies [56],
they, however, require pre-collecting data with many pre-known target positions, building a large
database, and training algorithms. Due to the computation and flight time constraints of the drones,
those approaches are impractical in our scenario.

Ideally (i.e., measurements are error-free), the target location can be obtained by merely solving
Equation (8) based on each set of measurements. The advantage of such an approach lies in the
fact that it relies on a simple algebraic solution and a single set of data at a time, thus leading to a
fast response time, i.e., lower data computation and communication overhead, and thus tracking
latency. However, the direct results of (x¢,y¢) from solving Equation (8) have a poor accuracy
in practical environments, because the data of received signal strength, i.e., P; in Equation (7), is
often noisy due to environment dependent path-loss, fading, and shadowing effects, and Equation
(8) merely employs one datum at a time. Furthermore, the accuracy of the resulting estimated
target position can be made worse by potential environmental disturbances affecting drones (i.e.,
wind), failed sensors or drones, and so on. As such, we utilize a K-means clustering algorithm [57]
to filter out the noisy results of (x¢, y¢) that are obtained directly from solving Equation (8), for
achieving improved localization/tracking accuracy (see the experimental section for more details).
In particular, given a set of adjacent results (Ly, . ..,Lys) obtained by solving Equation (8) with
L., = (x5,,y5,), K-means clustering partitions the G results into K (K < G) sets S = {81, S3, ..., Sk}
to minimize the within-cluster sum of squares (WSS). Mathematically, the objective is to find

K
arg minz Z IL - cill?, )
S k=1LeSg
where ¢ denotes the geometric centroid of the kth cluster (i.e., Sg). To determine the best number
of clusters for K-means clustering, one commonly used method is the elbow method [57], which
is to choose a K value at which the WSS decreases abruptly. We experimentally explore this in
Section 4.

To illustrate with K = 3, each G adjacent set of results are partitioned into three clusters by
the on-drone K-means clustering algorithm, and the centroid of the cluster that has the largest
sample size is chosen as the estimated target location at each time instance, as shown in Figure 3.
This way, the outliers of the estimated target positions due to the noisy received signal strength,
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X Cluster 1 (outliers)

O Cluster 2 (outliers)

+ Cluster 3

—+ Estimated target location

Fig. 3. Anexample toillustrate how outliers of the estimated target locations are ruled out using the K-means
algorithm, in which the geometric centroid of each cluster is marked in bold.

i.e., P;, in Equation (7), potential environmental disturbances and failed sensors or drones, and so
on, can be excluded. Note that we choose the size of the adjacent results, i.e., G, in each K-means
clustering step to optimize the tracking accuracy, given the sampling rate and target moving speed.
Also, while the search and learn phase involves no exchange of data, the swarm and track phase
involves exchanging the intermediate results of drones. In particular, the distance between each
drone and the target, i.e., D; in Equation (7), is passed to a central drone at each time step, which
can be chosen arbitrarily to solve Equation (8) for obtaining the estimated target position.

3.4 Discussion

Thus far, we discussed ASTRO in the context of the radio sensing, e.g., via an IRIS software de-
fined radio as shown in Figure 4(a), and described our approaches that feature a combination of
domain knowledge aided with machine learning algorithms to ensure fast response time and high
localization/tracking accuracy. With these functionalities, ASTRO could be applied to many impor-
tant real-time applications, such as finding and locating a victim in search and rescue operations
via sensing radio signature emitting from the victim’s cell phone or locating and tracking radio-
collared wildlife to monitor endangered wildlife and ecosystems [58]. Also, the proposed methods
described in Section 3.3 can be generalized to other sensing missions by modifying the model of the
phenomena being sensed, namely, replacing Equation (2) by a domain specific equation. For exam-
ple, in a gas sensing mission, an equation would be required to map raw measurement data (e.g.,
a spectral signature for laser spectroscopy [59]) to gas concentration levels in parts per billion
(ppb) volume and modify remaining steps accordingly.

ASTRO has been extended to multiple works [40, 60] that encompass different sensing missions.
For instance, in our recent ASTRO+ work [40], we repurpose ASTRO for environmental air pol-
lution sensing. To do so, we equip the drones with lightweight Volatile Organic Compounds
(VOCs) gas sensors as shown in Figure 4(b) as well as temperature, humidity, and wind sensors.
We then explore the joint impact of weather conditions, namely, temperature and humidity lev-
els, and dynamic airflow from drones on the gas sensors’ measurement quality. Leveraging these
effects, we design a drone mission planning strategy, experimentally evaluating the results at the
ppb level.

Moreover, ASTRO can work complementary with different existing strategies and mechanisms
to assist networked drones missions. For example, in complex environments such as urban areas
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(a) IRIS software defined radio (b) miniPID2 VOC gas sensor

Fig. 4. Radio sensing (a) in ASTRO and VOC pollutant sensing (b) in ASTRO+.

that have many obstacles, e.g., tall building, and limited/degraded GPS coverage, drones might
need to build a map of the environment (e.g., via onboard lidar sensor) to be able to accurately self-
position and perform a mission in that environment. In such cases, ASTRO can be implemented
along with Simultaneous Localization and Mapping (SLAM) methods in robotics [61, 62].
SLAM can focus on building the map of the environment and self-positioning the drones while
ASTRO can focus on the mission objective, with the two systems complementing each other.

4 EXPERIMENTAL EVALUATION

In this section, we first describe the experimental setup and then present results, based on over
1,000 h of test flights, to demonstrate the key features of ASTRO. We first evaluate the search
and learn phase, discussing parameters estimation accuracy and computation time based on a
number of sensed samples. Next, we evaluate the swarm and track phase, analyzing the impact
of K-means clustering on error reduction, the impact of drone formation on localization accuracy
and performance in tracking a mobile target. Then, we discuss ASTRO in the context of a hiding
target and heterogeneous statistics. Last, we describe key challenges and lessons learned over the
past 24 months of test flights.

4.1 Evaluation of the Search and Learn Phase

The first phase after launch, i.e., the search and learn phase, is to find the target while learning
about the propagation environment. In the first set of experiments, the tracking target is placed in
random locations of the stadium’s field. We first evaluate the ability of ASTRO to find the target
through repeated experiments with different target locations. The drones are launched from the
edge of the field. As described in Section 3.3.1, ASTRO drones coordinate to partition the search
space into non-overlapping areas. Figure 5 shows an example during the search and learn phase
for a case with three drones. In the experiment, the drones labeled D1 (black), D2 (orange), and D3
(blue) are launched from the edge of the field; they coordinate to partition the search space and
each drone surveys its assigned area. In the figure, the person holding a transmitter device serves
as the target in this example.

4.1.1  Path-loss Exponent Estimation. In the first stage, each drone independently learns the
propagation environment, in particular by estimating parameters such as the path-loss exponent
a, defined in Equation (2). As drones proceed in a mission, the path-loss exponent estimation
propagates into a drone to target ranging accuracy and, ultimately, to target localization estimation.
Therefore, accurate a parameter learning is critical in ASTRO. To evaluate it, we consider Oracle
scheme and Random approach. In the Oracle scheme, we consider that drones already know the
position of the target and the propagation environment. That scheme serves as ground truth in
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Fig. 5. An illustration of the ASTRO drones during the search and learn phase.
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Fig. 6. The path-loss exponent estimation as the number of samples increase.

our evaluation. In the Random approach, contrary to ASTRO, drones do not dedicate computation
resources and time to learn o but rather make educated guess depending on the environmental
condition of the target. The Random approach helps to analyze the numerical advantages of our
proposed learning methods.

As described in Section 3.3.1, the number of samples M in each batch is the key component that
impacts the accuracy of the path-loss exponent estimation. In the experiment, each drone observes
at least 5 RSSI samples at each spatial point and keeps sensing the target while repositioning
in the search and learn phase. In Figure 6, we show the mean and standard deviation of path-
loss estimation vs. a varying number of samples for different strategies. Since the Oracle scheme
has knowledge of the nearly uniform propagation environment of the football stadium and the
target, it consistently indicates  value of around —14.2. In contrast, the Random approach poorly
estimates o among all other strategies, although guessing from the limited range of possible a
values that correspond to an open space area environment. Because of the lack of learning and
adapting based on sensory information, the Random approach also has large uncertainty in the «
decision, indicated as a large standard deviation for all of the sample numbers.
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Table 1. Expected Computation Time for Learning Parameters Depending on the Computing Platform
and Number of Samples

Computing Platform | 10 samples | 100 samples | 1,000 samples | 10,000 samples
Raspberry Pi 29s 45s 7.1s ~1 min
UpBoard 1.5s 1.7 s 3.0s 31.2s
GCS 0.1s 0.18 s 0.38 s 447 s

Unlike the Oracle scheme and Random approach, ASTRO learns and improves path-loss expo-
nent estimation as the number of samples increase in a batch. As shown in the Figure 6, a batch with
50 or less samples is usually insufficient to converge to a consistent « value, fluctuating between
overestimation or underestimation depending on the dynamics of the sensory measurements. For
example, in this experiment, with 5 samples in a batch ASTRO underestimates path-loss exponent
and overestimating it when there are 20 samples. However, as drones fly to more spatial locations
and collect more samples, the o estimation improves. The results indicate that, in approximately
uniform propagation environment, having more than 50 samples is sufficient to converge to an
accurate o estimation. However, increasing the number of samples beyond 100 provides only di-
minishing marginal improvement as shown in Figure 6.

4.1.2  Computation Time. Because of drones’ limited flight duration in mission, it is critical to
understand how much time ASTRO drones need to learn the environment and compute parame-
ters such as path loss exponent. For that, the drone solves a batch GD optimization described in
Equation (5), where the computation time largely depends on the number of samples in a batch,
since the algorithm iterates over every sample per epoch and extracts information from it, with
each sample contributing to estimation decision. To evaluate the computation time, we perform
experiments with a varying number of samples in a batch, increasing the samples from 10 until
10,000 in multiples of ten. Also, ASTRO is a modular system and can have different computing
devices onboard; thus, we execute computation on multiple platforms, namely, on conventional
Raspberry Pi and on UpBoard with a more powerful embedded CPU. We also consider the case of
offloading the learning parameters to GCS. It provides an additional benchmark of learning time
on a desktop PC

Table 1 shows the expected computation time over tens of experiments. Notice that, on Rasp-
berry Pi, it takes around 4.5 s to estimate parameters when there are 100 samples in a batch, while
UpBoard needs less than half of that time for the same number of samples. However, for tasks
that might require processing samples beyond 1,000, both of these on-drone platforms become
computationally costly, for instance, processing time increasing to nearly a minute when there are
thousands of samples in a batch. Unlike Raspberry Pi and UpBoard, offloading the task to GCS
allows performing estimation in millisecond scale for a number of samples below 1,000 and only
4.47 s for the highest number of samples in the experiment. However, the offloading to GCS also
adds the overhead time of transferring data, which will vary depending on the available bandwidth
of the channel as well as the size of the transmitted data.

In addition to the number of samples in a batch, there are also generic GD optimization parame-
ters such as learning rate and the maximum number of iterations per epoch. Usually, there are no
prior known global optimal values for these parameters [63], but they are rather tuned for a partic-
ular application [64], for example, based on the dynamics of the sensory data. In our experiments
of on-drone signal-strength sensing, we discover (via a combination of spatio-temporal analysis
of experimental RSSI data as well as trial and tuning) that the learning rate of 0.003 and itera-
tion number of 100 is just right, and they also align with the practical recommendation from the
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literature [64]. We also perform optimization over multiple epochs to reduce errors and to improve
estimation. The aforementioned GD optimization parameters are considered in the computation
time results shown in Table 1.

Moreover, in the search and learn phases, each drone independently estimates the location of the
target along with path-loss estimation as described in the Equation (4). Note that the localization
error in this phase can be as high as several dozens of meters due to lacking multi-lateration from
independently working drones. However, drones update and refine their estimation in the next
phase (see Section 4.2). The time required for a single drone to find the target and summon the
others depends on the size of the area being surveyed, and on average it takes about 12 s during
our experiments. Before summoning the other drones, each ASTRO drone estimates the possible
location of the target at least two times.

4.2 Evaluation of the Swarm and Track Phase

After any drone has identified the target, it informs other drones via the drone-to-drone network
to enter the next phase to locate and track the target. In this phase, the drones cooperatively move
toward the target. We begin the experiments with a non-mobile target to evaluate the ability of
the drones to cooperatively localize it. As described in Section 3.3, as the drones move toward the
target, they continue to “learn” and update the parameters obtained in the first phase. Moreover,
their estimates are now combined via K-means clustering to provide a single estimate. Any drone
(or all drones) can perform this calculation as ASTRO shares all information among all drones.

In this phase, several factors impact the localization accuracy, and the primary one is the number
of drones in the network. As described in Reference [4], to find a unique solution of the target
using multilateration, a minimum of three drones for 2D tracking and four drones for 3D tracking
is needed while additional drones can further improve the tracking accuracy. In Reference [4], we
also show that a single drone can only localize a static target mean accuracy of around 50m and
two-drone network achieves mean of 25 m accuracy, in both cases large localization error due to
lacking multilateration. However, with three drones, the error reduced to sub 10m, and increasing
the number of drones beyond three provides only marginal improvement. Based on these findings,
further analysis is based on three or more drone missions.

4.2.1 K-means Clustering for Error Reduction. As discussed in Section 3.3.2, ASTRO employs K-
means clustering to reduce estimation error as the drones collaboratively localize the target. For
example, we observed that using K-means clustering reduces the error from over 15.5 m to less than
10.5 m, resulting in over 30% error reduction in a three-drone mission. Hence, while sufficiently
computationally simple to realize on-drone, the employed K-means clustering algorithm provides
a significant improvement in the localization performance.

The best value of K, i.e., the one that minimizes localization error, depends on the statistics of
the sensed data resulting from the actual environments (i.e., path-loss, fading, shadowing effects,
etc.). Figure 7 shows two different cases when the corresponding optimal K value is equal to 3
and 2, respectively. Specifically, for the case corresponding to Figure 7(a), the localization error
decreases from 5.5 to 4.7 m when K increases from 1 to 3, and then remains unchanged as K further
increases; for the case corresponding to Figure 7(b), which is based on another experimental data
set, the localization error decreases from 6.6 to 5.5 m when K increases from 1 to 2, and then stays
unchanged as K further increases. While K is ideally set dynamically to adapt to different sensed
data “on the fly,” here, we consider fixed values.

4.2.2  Impact of Drone Formation on Localization Accuracy. To further improve localization ac-
curacy, it is also important that drones collect independent samples as they fly, essentially observ-
ing the target from diverse positions and fusing collective measurements afterward. To study the
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Fig. 7. A visualization of two different cases when the corresponding optimal K values are equal to 3 and 2,
respectively.

impact of sensing independent samples on localization accuracy, we consider two different types
of drone formations, namely, circle and orbiting. As the name suggests, in the first one drone fly
in a fixed circle around the estimated target while in the second one drones dynamically orbit
around the estimated target position. In the first one, we only impose a minimum distance to be
maintained between each drone in a circle, therefore drones at each sampling interval collect de-
pendent samples over time. Figure 8(a) shows a picture of an experiment for the case that the
drones are in a fixed circle formation. In the orbiting formation, ASTRO drones orbit around the
target location, therefore, collecting independent samples over time.

Figure 9 compares the localization error resulting from the two formations. We observe that
while the average localization error is nearly 8 m in both cases, orbiting significantly reduces
variance due to the spatial smoothing of sample collection. However, orbiting requires overhead
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(a) Drones in a circle formation (non-hiding target) (b) Drones localizing the hidden target

Fig. 8. An illustration of (a) ASTRO drones in a circle formation in the swarm and track phase and (b) a
ASTRO drone close to the target location, where the target is placed under the inner-most point of a several
ton 3.5 m by 6 m slab angled at 45°.
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Fig. 9. Impact of ASTRO drones formations on localization accuracy.

to exchange information to keep the drones synchronized. In general, we consider an 8 m error to
be adequate for the mission given that (i) the multi-lateration “anchors” (the drones) are mobile
and have no a priori data on the propagation environment and (ii) while the drone locations are
known via GPS, GPS itself has an inherent error.

4.2.3  Tracking a Mobile Target. Thus far, we have considered a static target. Here, we perform
experiments with three drones finding and tracking a mobile target. In this case, a human subject
walks along the field of the stadium holding the SDR transmitter. He uses the field’s hash marks
to attempt to maintain an approximate velocity of 2 m/s. The subject turns around when reaching
the end of the field. A video recording of an example experiment is also available [65].
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Fig. 10. Localization accuracy over time with a mobile target.

Figure 10 shows localization accuracy over time, based on multiple experiments with a mobile
target. Notice that despite that the target’s location is changing and the drones must continually
move to track it, on average, ASTRO maintains similar error throughout the mission. Specifically,
we observed that staying close to the target and roughly in the same formation (typically within
10 m total distance with an altitude of 8 m), signal variations, the machine learning algorithm, and
even wind effects, often send a drone several meters “off course.” Nonetheless, the prediction error,
which combines all drone measurements and incorporates such errors, remains around 10 m.

4.3 Hiding Target and Heterogeneous Statistics

Unlike all the previous experiments where the target was placed in an open football, here we
consider a hidden target. Specifically, we place the target in a quad surrounded by buildings and
hiding under a several tons, 3.5 by 6 m slab angled at 45°. Figure 8(b) shows a picture of the slab
sculpture with a drone in-view while performing a mission. In the experiments, the target is placed
under the slab, at the inner-most point of the structure. Thus, the drones must contend with lacking
a line-of-sight path to the target and multiple reflections from nearby buildings and the slab, and
each can measure different propagation parameters depending on whether they face the opening
of the slab.

In these experiments, we utilize three drones and launch each from opposite ends of the quad.
Hence, the three drones have very different views of the target. In the experiment corresponding
to Figure 11, Drone D1 has a view into the interior of the slab, whereas D2 and D3 do not. After the
initial phase, D1 summons the other two drones to enter the swarm and localize phase. The other
two drones will subsequently also move to the area where they can receive the signal directly from
the opening of the slab. As they move, their model parameters are retrained and the average final
localization error for the collaborative localization is 8 m in this scenario. Due to the environmental
obstacles (trees, buildings, sculpture, etc.), the drones do not surround the target geographically
in a circle, but rather they are all approximately 10 m from the target location toward the opening,
due to their objective of minimizing localization error.

4.4 Lessons Learned and Challenges

Over the several years of designing ASTRO and performing thousands of hours of in-the-field test
flights, we have learned many significant lessons. Acquired expertise also paved the way for new
exciting research, e.g., References [40, 60].
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Fig. 11. The per-drone localization error of the three ASTRO drones with a hiding target under the slab before
collaboration.

Robust Platform. One of the first challenges of ASTRO was the design choice of the platform.
The objective was to have a robust platform that will enable control over different components
of the system, providing flexibility to explore and implement new research ideas. On one side,
commercially available platforms such as Parrot, DJI, and so on, offer stable solutions, but are
closed and single-purpose, leaving very limited space for extensions. Therefore, we built a cus-
tom system by developing open-source software and open hardware. We also designed it to be
modular, which enables easy extension and modification to accommodate different research pur-
poses. In this process, it has been crucial that the selected components are reliable, and at the
same time, meet the weight and power budget requirements. Indeed, lower weight improves
takeoff/climb and landing performance during a mission. Given a maximum payload of ~1.5 kg
and ~500 g of battery, it is crucial to carefully budget the payload. Regarding the power bud-
get, a good rule of thumb when selecting the battery, is to use 1,000 mAH (milliamp hours) per
motor.

Maintenance. Another fundamental task regards the maintenance of the multi-drone system.
Drones are indeed different from classical tech gadgets that at most require battery checks. Each
drone is comprised of many hardware and software components, and they require consistent main-
tenance and update at different levels. Before every flight, it is also essential to check the integrity
of the drone frame and propellers, calibration of the sensors (such as Flight Control), and the con-
dition of batteries. Ideally, any malfunctions should be detected before in-the-field flights to avoid
crushes. Overall, during our tests, we broke 5 hexa frames, 13 motors, 10 arms, more than 10 pairs
of propellers, more than 7 electronic speed controllers, 6 Raspberry Pi, 3 Flight Controllers, and
uncountable 3D printed cases and wires.

Safety First. Performing a multi-drone test flight is challenging and requires the utmost precau-
tions. In addition to having a pilot license, at least one person should take responsibility for each
drone, holding a corresponding drone controller and being ready to interrupt autonomous flight
and land the drone if necessary. Also, weather condition needs to be monitored during the test
flight day; while rain might damage electronics of the drone, a strong wind could potentially drift
drones to crush to each other (if flying close) or nearby trees/buildings. Above all, when flying
multiple drones in a crowded environment, it important to have visual contact with the drones at
all times (no flight in the dark) and try to avoid high-speed flight to have sufficient time to react
and land the drones if needed.
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5 CONCLUSION

We presented the design, implementation, and experimental evaluation of ASTRO, a modular
end-to-end system for distributed sensing missions with autonomous networked drones. ASTRO
drones can adapt flight patterns in real-time according to sensor data, do not require prior train-
ing data, and can use on-board machine learning methods even if all drones lose contact with the
ground control. We implement the key components of ASTRO and demonstrate its capabilities
through a series of sensing missions to find and track a mobile or hiding target.
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