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ABSTRACT Keywords

In this paper, we study the performance of utility maximiaat CSMA, CSMA/CA, Congestion Control, Starvation
congestion control over multihop CSMA-based networks. dfe ¢

sider decoupled vs. joint design of congestion control ardiom 1. INTRODUCTION

access and consider unmodified MAC protocols such as IEER 802
Networks employing such MAC protocols incur flostervation
both without congestion control and with existing TCP-lasen-
gestion control. We develop a framework to study key issunes i
such networks that are not incorporated by prior models ayet
critical to the performance of congestion control algarith We
study the role of data transmission capacity that is looate-
pendent and, even more, unknown. We show that for the case of
consistent channel state, a single globally optimal data transmis-
sion capacity does not exist. Moreover, for the caseadnsi stent
channel state that arises due to the carrier sense mechasésin

a data transmission capacity that provides convergenoerteqly

fair rates does not exist, i.e., the congestion controlrittym con-
verges to incorrect rates. We study the impact of inter-rnmule
laboration within a contention region, and show that caitalion
can alleviate these problems and ensure convergence t@tes.
Finally, we compare the performance of congestion contrch i
collaborative network with the performance of TCP, and skimst
TCP starves some flows, whereas congestion control witalzoll
oration removes starvation, provides significantly betaémess,
and achieves 17% higher aggregate throughput.

Flows can experience severe unfairness and even staniation
multihop wireless networks employing variants of CSMA prot
cols [1, 2, 3, 4, 5]. The origin of this behavior is inconsigtehan-
nel state, i.e., in multihop topologies, different nodegehdifferent
observable views of the system state. These different viaws
lead to starvation of a sending node when, for example, theise
node cannot infer another flow’s transmission status, tiestih re-
peated backoffs for the starving flow. Models were develapgd,

3] that incorporate these effects and predict each flowtsuidinput.

Because this problem is most severe when all flows are fully
backlogged, use ofongestion control (such as reduction of the
input rates of dominating flows) has the potential to allevistar-
vation. For example, throttling the input rates of dominfiotvs
yields sufficient spare capacity for otherwise-starvingvloHow-
ever, prior work on congestion control does not incorpoiaten-
sistent state, starvation, and other critical CSMA-reldtehaviors,
and therefore does not address how MAC related problems-mani
fest in congestion control.

In this paper, we study utility-maximization congestiomtrol
in networks with unmodified CSMA-based MAC protocols. Our
problem formulation of an “unmodified” MAC is a practical con
straint prohibiting changing the MAC protocol (e.g., IEE@2811)
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maximization congestion control. We study scenarios wiitlgle
| hop flows that can be seen as a part of more complex multihep sce
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capacity, yettonsistent channel state. In this way, we isolate the
impact of unknown capacity from the issue of inconsisteatest
observation. We find the optimal data transmission capdhday
provides the best throughput and fairness. Unfortunatedyshow
that the optimal data transmission capacity is topologyeddpnt,
i.e., even in networks with a homogeneous propagation emvir
ment, there is no globally optimal value that provides thet per-
formance in all topologies. The key issue is that the souoties
may have consistent channel state, and at the same timdatgs s
can be incorrect. For example, source nodes can measuranige s
average fraction of busy time that is not the true fractiomuady
time of the contention neighborhood they belong to.

Next, we study the role of unknown data transmission capacit
in topologies withinconsistent channel state. If all flows are back-
logged, the service order in these topologies can be clostitd
priority, with one flow taking most of the bandwidth [3]. Theyk
issue is that due to carrier sense, there is asymmetry inlkedge
of the channel state among the senders. Thus, senders \ti¢h be
knowledge of the channel state know when to contend for tha-ch
nel while senders with less information contend randormig, suf-
fer tremendously in terms of service order and thus throughfye
show that in such topologies, there is no data transmissipadity
that provides perfect fairness, despite the fact that floslsriy to
the same clique. We also show that this is the case regaafltss
magnitude of the difference in channel state. In other wagdsn
if there exists a small but constant difference in chanraksthe
congestion control algorithm converges to incorrect rates

Finally, we study the impact of node collaboration on the per
formance of the congestion control algorithm in multihopdio-
gies. A network with collaboration provides a mechanismup-s
port inter-node collaboration in order for nodes in the same-
tention region to obtain the correct channel state. We st t
it is critical to performance to obtain per-flow informatiorstead
of aggregate information, since aggregate informationlead to
convergence to a false stable operating point. We also c@mpa
the performance of such collaborative congestion contiti RCP
and show that TCP fails to provide fairness and leads toatiarv
of some flows. In contrast, the congestion control algorithat
maximizes the sum of utility functions in a network that eleab
collaboration among nodes prevents starvation, achiaiasess,
and achieves 17% higher aggregate throughput than TCP.

The reminder of this paper is structured as follows. Sec®on
provides background on the utility maximization framewdok
congestion control in wireless networks. Section 3 presém
framework for algorithm design in a CSMA environment as well
as performance metrics and our simulation environmentti@ec
4 provides a performance evaluation for topologies withsi stent
channel state and no inter-node collaboration, and topesogith

inconsistent channel state and no inter-node collaboration is studied

in Section 5. We study collaboration in Section 6. Finalglated
work is discussed in Section 7 and Section 8 concludes therpap

2. BACKGROUND

We first review utility maximization congestion control ihet
commonly considered case of a wireless network with a perfec
collision-free channel and a single transceiver utilizegingle
channel. (Section 7 presents a complete discussion of\adk.)
Such a wireless network consists of overlapping content&gh-
borhoods. We define a contention neighborhood as a subseksf |
that satisfy two properties: first, no two links from the setbsan
be active simultaneously, and second, there is no otheiititie
network such that by adding it to the subset, the first prgpiert
preserved. The contention neighborhood defined as abolvelasx

both transmission and interference ranges. Note that deding
can belong to multiple contention neighborhoods. Cebe the ca-
pacity of link! when active in isolation, andl,, the set of all links

in contention neighborhood. Denote sef’ as the set of all flows

in the network, and;fL as the set of links in contention neighbor-
hoodn traversed by flowf. Assume that each floy transmits

at ratezy. Since flows within the same contention neighborhood
cannot transmit simultaneously, for each contention rigiood

n We can write
_ Ty
n=Y Y E<t
foend

@)

We make the following three observations. First, the aboggual-
ity provides only a necessary condition for the feasibitifyrates

x ¢ (see [7]). However, if the contention graph [8] is perfedt {Be
above condition is also a sufficient feasibility conditiaeé [10],
also cited in [7, 6]). Second, for a perfect contention grapt the
IEEE 802.11 MAC, we have that, < 1 due to contention, over-
head such as RTS/CTS exchange, SIFS, DIFS etc. Finallynabse
that%fl is the fraction of time needed for amount of flow f to
be transmitted over linkwith capacityC;.

Next, we define the congestion control algorithm as an optimi
tion problem such that the goal is to maximize the sum of util-
ity functions. Later, we study the performance of this ccatiga
control algorithm over wireless networks with IEEE 802.1CP
MAC.

Assume that each flow obtains a utilityUy (x ) when it trans-
mits at ratecs. As in [11], we assume thdf; is strictly concave,
continuously differentiable and increasing, and thatti¢# are ad-
ditive. Our objective is to determine rateg such that [6, 11]

max ;Uf(xf) @
s.t.r, < 1,Vn. 3)

Since the objective function is strictly concave and theitda re-
gion is convex, we know that a unique maximizer exists. Haxev
the solution to this maximization problem assumes that casur
know all utilities, which is impractical, and requires cdiration
among possibly all sources. Thus, a distributed algoritam loe
devised by considering a relaxation of the original prob[édj:

max A(z) (4)
zp2>0
where
n ()
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(T) =32, ZleLfL %fl is the fraction of time contention neigh-
borhoodn is active (i.e., there is an ongoing transmission), and
pn(z) is a price function that can be viewed as the price charged
by contention neighborhood for transmission. We assume that
pn(z) is a continuous, non-negative, increasing function céind

is not identically zero.

It has been shown in [6] that under the above assumptibfs)
defined by Equation (5) is strictly concave. From concauvitty,
directly follows that the above relaxation defined with (4sha
unique maximizer. We calculate the optimal rates solvirgfti-
lowing differential equations,

OA

= F.
al’f O’ f €

(6)



Thus we obtain

Up(zs) — Z Z pn(Tn(:C))Cil =0.

" gerd,
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Applying the gradient method to (4)-(5), the following casg
tion control algorithm can be defined

ir(t) = kp(Up(xs) —qr(t)), f € F, (8)

wherek; is a positive constantang =3, >°, ;s pn(n(z)) CLL
Note thatg, (¢) is the feedback that the source of flginobserves.

The pricep, (7,) can be interpreted as a measure of the congestion

in contention neighborhood when the total channel busy time is
7 [11]. Thereforeg;(¢t) represents the congestion in all conges-
tion neighborhoods traversed by flgfw

It has been shown in [11] that for any initial condition(0), the
congestion control algorithm (8) converges to the uniguaetiem
of the relaxation defined in (4).

We note that the algorithm defined by Equation (8) provides an
approximate solution to the original problem (2)-(3). Hoee by
choosing the appropriate price functipft), the original problem
(2)-(3) can be solved exactly [12]. We discuss the choicenef t
price function in the next subsection.

3. FRAMEWORKAND PERFORMANCE MET-
RICS

The utility-based optimization framework was originallysigned
for wireline networks [11]. The same framework has beeniagpl
to study congestion control over wireless networks as destin
Section 2 [6]. Here, we describe decoupled vs. joint congest
control and MAC design, and describe the issues and chaléeng
such designs encounter in wireless networks in which the MAC
protocol is a CSMA variant such as the IEEE 802.11 distrithute
coordination function (DCF) [13].

3.1 Jointvs. Decoupled Design

As described above, utility maximization congestion coinis
based on feedback characterized by the price fungtidin). The
price is a function ofr,, (¢), which can be described as the fraction
of time contention neighborhood is busy due to transmissions.
Therefore, congestion control solutions can be classifiedraling
to the way the congestion price is realized.

In joint design of congestion control and medium acces, the con-
gestion price is generated directly from the multiple asseheme.
An example of this approach is [6]. becoupled design, the MAC
algorithm is strictly defined and cannot be modified. Thus pitice
function is specified in accordance with this unmodified MAd&-
ally, the price function in this case is chosen such that feax-
imation defined by Equation (8) provides the same solutiothas
original problem (2)-(3).

In this paper we considatecoupled design and study CSMA-
based MAC protocols such as IEEE 802.11 that cannot be madifie
We use the following price function,

Pn(x) = (Tal@) = 1+ )" /e, 9)

In[11, 12] it has been shown thatas- 0, the approximation is ar-
bitrarily close to the exact solution of the original prableefined
by (2)-(3). Note that a node within a contention neighbothao
needs to obtain the value of . As we discuss below, obtaining the
correctr,, represents a challenge in multi-hop wireless networks.

(a) Contention Neighborhood

to an upstream node. In the next section, we argue that aspele’
ception of congestion in CSMA-based networks is not necigsa
correct, and in subsequent sections we study how feedbaedba
on such incorrect congestion inferences affects the pagnce of
the congestion control algorithm.

Finally, without loss of generality, we assume that thetytil/,
of a flow f is defined ad/¢(zs) = wylogx¢, which enforces
weighted proportional fair resource allocation.

3.2 Algorithm Design Framework

Channel State in Multihop Networks. In a multihop topology
in which all nodes are not within radio range, different rodan
have different views of the channel. In particular, even $fea of
nodes are within a singlntention neighborhood, they do not nec-
essarily have the same views of the channel. For examplégimd=
1(a), the two depicted flows share a contention neighborhpetd
the sender of flow one does not observe flow two’s transmission
On the other hand, the sender of flow two observes flow one, such
that the two senders have different channel state.

£ . Data Transmission
2 Wireless Channel Rate
Service Order
£ System State

Observation State

(b) Model

Figure 1: System Model Illustration

This inconsistency in channel state is not addressed irtifitg-u
based optimization framework presented in Section 2 anddhe
gestion control algorithm from Equation (8). In particular that
formulation, all source nodes need to have the same infawmat
about the channel state expressed as the channel busy tooa-of
tention neighborhood: (7,,) to achieve convergence to the fair
rates. Therefore, we study the impact of inconsistent oblastate
on the performance of congestion control algorithms.

Data Transmission Capacity.The actual capacity available for
data transmission within a contention neighborhood depend
many factors such as the number of competing flows, node loca-
tions, and the propagation environment. Moreover, duedadh-
dom nature of the MAC protocol, a portion of resources (¢ige,
bandwidth) cannot be used for data transmission. For exampl
during collision resolution, there are time instances irichtthe
channel is idle even though flows are backlogged.

Consequently, because of these dependencies on numerous dy
namic factors, the data transmission capacity cannot lesrdated
in advance. Thus, the constraint defined by Equation (3)atdm
determined in advance. Therefore, we define the Efficiendgxn
0 < v, < 1, which can be viewed as thet data transmission
capacity, expressed in time, of contention neighborheod hen,
instead of the original constraint defined by (3), we consttie
constraintr,, < ~v,,Vn. Observe thaty can have different values
depending on the MAC layer, e.g., a MAC layer that uses tinaie di
sion multiple access (TDMA) would result in= 1. However, the
IEEE 802.11 MAC layer will always result in < 1. Moreover,
we show that the IEEE 802.11 MAC layer in different topolegie

YIn our terminology, the channel state at a particular locatefers

We also consider a hop-by-hop scheme in which the feedback is to both physical-layer state such as SNR as well as MAC-Istpte

realized based on nodes’ perception of congestion thavisrtisked

such as carrier-sense state.



results in differenty. Therefore, the price function (9) becomes
pn(x) = (Ta(@) = 0 + )T /¢, (10)

where~,, is the Efficiency Index of contention neighborhoed
Because of its critical role in describing system resoyrtesugh-
out this paper we study the performance of the congestiotraon
algorithm as a function of. We show thaty plays a critical role in
topologies with inconsistent channel state.

Service Order. Because nodes that share a single contention
neighborhood contend for the same channel, all of the lasaligs
in the contention neighborhood can be considered distabuted
queue for that contention neighborhood, as depicted inrEig)(b).
The service order of this distributed queue is in genpoalFCFS
and can diverge from FCFS as far as strict priority. Morepther
actual service order is unknown and depends on the topatogy;
ber of nodes, nodes’ transmission and carrier sense ragtges,

For example, it is well established in the literature tha?2.8@
suffers from severe unfairness and starvation in the poesenh
hidden terminals [1] and information asymmetry [1, 8, 14}, din-
controlled UDP or TCP traffic [4]. The service order in topgiks
with hidden terminals or information asymmetry is very elds
strict priority, i.e., one flow achieves a throughput equsits in-
put rate, while the other flows, even if backlogged, achiavg a
fraction of the remaining resources. While it may be posdiblde-
sign a congestion control algorithm to achieve fairnessiataork
with strict priority service, our scenario imposes a furtthesign is-
sue. In particular, the service order here is unknown in ackvais
topology dependent, and spans orders ranging from FCF#db st
priority.

State Observation and Sharing.To deploy the congestion con-
trol algorithm defined by (8), each source node needs torotiai
fraction of “busy” timer, (x) for all contention neighborhoods
it belongs to. Moreover, in some realizations, each souozen
needs to obtain the capacity of the links between the sourde a
destination. In our formulation, a source node can locdigesve
multiple metrics, such as channel occupancy time, flow tinput,
or its input rate. Thus, we evaluate three different metaasbtain
the needed fraction of busy time, namely direct measuremént
channel busy time, the sum of the ratios of measured thraughp
over measured capacities, and the sum of measured inpsibrate
measured capacities.

There are multiple ways a source node can obtain the fracfion
busy time. In this paper, we classify all approaches acogrth
whether or not nodesollaborate. Without collaboration, a source
node uses only information available locally to infer thersu
state of the channel, whereas with collaboration, nodekinvi
contention neighborhood exchange messages in order tim dhéa
same correct channel state.

3.3 Example

To illustrate this design framework, consider the scensinimvn
in Figure 2. In this example, nodes A, B, C and D use their own
view of the channel to calculate the congestion feedbackdeés
scribed above, a node’s local view of the channel is not rsecig
correct. For example, node B (depending on its spatial iocht
may be unaware of D-E transmissions. This leads to node B’s pe
ception of congestion being incorrect, and thus node’s Blfaek
being incorrect.

As described in Section 2, the congestion control mechaadsm
justs source rates based on the congestion sources perbkite
that the way the congestion control algorithm is definedna|éor
some flexibility in the choice of parameters used to desartre
gestion. For example, the joint MAC and congestion contigha

+ Source o ! o
*s..  Source traffic .

Figure 2: lllustration of Feedback Based on Inaccurate Infa-
mation

rithm proposed in [6] uses only channel busy timeto describe
congestion. However, unlike this paper, [6] derives thegfinc-
tion directly from the MAC algorithm, and does not consideEE
802.11 media access. Similarly, [7] uses the number of iinéis
sions in a time interval to describe congestion, and stuldi&s
802.11 media access. Here, in order to ensure that the thigpori
in (8) solves the original problem (2)-(3) exactly, we defthe
price function by (10), thus we describe congestion of aiqaer
contention neighborhood using two parameters, namely channel
busy timer,, and Efficiency Indexy,. In subsequent sections, we
show that both parameters are critical in scenarios whichato
employ inter-node collaboration to realize channel state.

3.4 Performance Metrics and Simulation En-
vironment

3.4.1 Performance Metrics

To characterize the performance of a congestion contra-alg
rithm, we use throughput, short-term fairness index ang-fenm
fairness index. As a measure of long-term fairness, we ddiime
Kullback-Leibler (KL) Fairness Index using KL distancendliar to
[15]. KL distance (or relative entropy) is a distance fromtiaé”
probability distributionp, to a “target” probability distributiong,
and is denoted aB(pl|q). Itis a measure of “the inefficiency of
assuming that the probability distributiongsvhen the true distri-
bution isp” [16]. Thus, if we define vector® and® as vectors of
achieved and ideal fair shares respectively, then we canedtfe
KL Fairness Index as follows:

D(0]|©) D([b1, 02, ...,0n]||[01, 02, ..., On]

N
Z Qilogg
=1

where N is the number of flows in the network. Note that KL
fairness index 0 indicates perfect fairness.

We then use the sliding window technique to measure short-te
fairness. In other words, for a given window size we caleutae
fairness index within that window. Then, as we slide the wimd
one element at the time, we obtain a series of fairness iadi€e
nally, after sliding the window through the entire sequemgefind
the average of all fairness indices.

0;
-, 11
7. (11)
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3.4.2 Smulation Environment

Our evaluation of congestion control algorithms uses esiten
simulation experiments. Unless explicitly mentioned, sathula-
tion experiments use the configuration described here. ésith-
ulation platform we uses-2 version 2.27. Most parameters are
default values: the channel rate is constant and has 2 Mbésec
pacity, the channel propagation model is the two-way growd
flection model, and the transmission range is 250 m. The MAC
protocol is IEEE 802.11 DCF. At the beginning of a simulatiath
source nodes start transmitting UDP traffic with 1000 bytekpts



at the full link rate. Rates are updated periodically evaiyisec.
The buffer size at each node is 50 packets, and the simuletien
is 250 sec. We set all weights to be 1, while the parameiethe
price function we set to 0.005.

4. CONGESTION CONTROL WITH CON-
SISTENT STATE

Previous work either ignores the issue of unknown data trans
mission capacity, or acknowledges it but does not study wiet
ideal data transmission capacity should be. Here, we fiuslyst
data transmission capacity in terms of the Efficiency Ingeix
topologies with consistent state and no inter-node cotkztiym.
We show thaty is critical to performance as it significantly impacts
short-term fairness and controls throughput. Moreovershav
that, unfortunately, there is no singjethat is optimal in all topolo-
gies, i.e., they that provides high throughput and ideal fairness is
topology dependent.

In this section, we consider topologies with the properst il
source nodes have consistent state, in other words on aviray

Using Equation (7) we have that, ¢ = 1,...,n are solutions to
the following system of equations:

w; (T, & —v+ot
; 0‘62 , 1= 1, ,n (14)
Whenw; = 1, C; = C ande — 0 we have
r; = ’YO

I i=1,...,n
n

We make the following observations. First, the allocatéesaf all
n flows are the same so that fairness is achieved. Next, theasdio
rates are a linear function of the Efficiency Indexindicating that
the total throughput can be controlled as a linear functibr.o
Therefore, the optimal that provides the maximum throughput
and the best fairness in fully connected topologiesi§ = 1.
Next, we use simulations to validate these results and ttyshe
throughput and fairness properties of fully connected lugies.
Throughput. Figure 4(a) depicts total throughput vs. Efficiency
Index~y for two- and five-flow fully connected topologies. For ease
of comparison, we report the results for total throughpotl aote

measure the same channel busy time. We name these topologieshat the per-flow throughput for fully connected topologieshe

as symmetric topologies. Observe that the source nodes avay h
consistent channel state, and at the same time this stateecan
correct. In other words, source nodes can measure on avéage
same fraction of busy time that is not the true fraction oflibey
time of the contention neighborhood they belong to. Theegfo
we classify symmetric topologies in two classes, fully cected
topologies and symmetric incorrect state topologies. Alirse
nodes in fully connected topologies have the same correctred
state, whereas source nodes in symmetric incorrect stzaoties
have the same, however, incorrect, channel state.

4.1 Fully Connected Topologies

We first address fully connected topologies in which all seur
nodes are able to locally and independently measure the same
rect fraction of the busy time. While fully connected topgiks
have been studied in the literature (e.g., see [17]), weystiueim
here as a baseline to illustrate the effect of the Efficiemceky
on the throughput and fairness properties of the utility iméza-
tion congestion control algorithm. A fully connected topgy for
two flows is shown in Figure 3.

Figure 3: Fully Connected Topology

Using the utility maximization problem defined by (2) and as-
suming a perfect MAC, the congestion control algorithm isapn
proximation to the following problem

M 2ok 2
sit. i Ti <o, (13)
=1 CZ B

total throughput divided by the number of flows. In all sintidas,

the algorithm converged so that the sum of utilities is maxau.
Both curves show the linear dependency~oas predicted by the
above analysis, and that the throughput achieves a maxinfum o
1.46 Mb/sec fory = 1. Moreover, the curves are nearly identical
because we consider the total throughput, and not per-ficugjn-

put.

Fairness properties.Next, we study fairness properties of fully
connected topologies. We find that the long term fairnessxrisl
always 0 (i.e., perfect fairness) and does not depend.oHow-
ever, the short-term fairness index depends on bathd the win-
dow size. Figure 4(b) depicts the short-term KL fairneseinds a
function of window size for two different values ¢f= 0.9 and 1.
Observe that when = 1, the window size needs to be more than
double the window size for the case when= 0.9 to achieve the
same short-term fairness of 0.05. At the same time, the ¢imout
for v = 1is 1.46 Mb/sec, whereas the throughputfoe= 0.9 is
1.35 Mb/sec. Finally, we note that the short-term fairnesper-
ties fory < 0.9 are similar to those foy = 0.9, therefore, we omit
them from the figure.

Figures 4(a) and 4(b) point out the tradeoff between thrpugh
and short-term fairness. For example, by setting 1 maximum
throughput can be achieved, yet short-term fairness d=viedn-
siderably from the perfect value. Thus, to achieve a satisfa
short-term fairness, one needs to “sacrifice” throughphts prob-
lem is even more pronounced in symmetric incorrect stateltop
gies that we investigate next.

4.2 Symmetric Incorrect State Topologies

In this section, we study Symmetric Incorrect State (S18pto-
gies without inter-node collaboration. The key issue irsé@polo-
gies is that, due to symmetry, all source nodes on averagsurea
the same fraction of the channel busy time, yet this measamem
does not correspond to the actual value of the contentiaghber-
hood’s busy time. These topologies occur when receiversnare
transmission range of one another while senders are ouhgé raf
senders and receivers of the other flows. Thus, the localenfe
of the channel state and busy time at each sender does nat reve
the actual channel busy time. At the same time, due to the gtmm
ric geometric relationship among flows, flows measure theesam
incorrect channel busy time on average. Observe that [I#jata
predict the throughput for this topology since it appliel/da fully
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Figure 4: Fully Connected Topology: Simulation Results

connected topologies. The throughput properties of immbistate
two-flow topologies in which flows are continuously backledg
have been studied in [3].

-------

Figure 5: Symmetric Incorrect State Topology

One such topology is presented in Figure 5. Observe thaesend
are in transmission ranges of their respective receivdgs btere,
we study the impact of incorrect, but on average the sameneha
state on the throughput and fairness properties of SISagpes in
the presence of congestion control without collaboration.

Since the senders use the information available locallyfteri
the channel busy time, the congestion control algorithnotstine
approximation to the original problem as stated in Equatidr2)-
(13), but the following problem instead

max w; log x; 15
, max 2:; g (15)
st <~y Vi=1,..n (16)
L& <~,Vi=1,..,n

This is due to the fact that sourcés, i = 1,...,n are in ranges
of their respective receivers only, and thus are unable dalllp
measure the busy time of the other flows. Using (8),ithei =
1, ..., n are the solution to the following system of equations

wi  (E-vtot
xX; B OiEQ 't

Again, whenw; = 1, C; = C, ande — 0 we have

an

i =~C,i=1,...,1.

Assuming a perfect MAC, the above solution will be feasibiéyo
for v < £, and the maximum throughput is achieved foe= <.
Thus, further increasing results in an infeasible solution, and no
throughput increase. Moreover, because the allocates aatethe
same, fairness is achieved for< +. However, fory > X, the
same allocated rates and the symmetric geometric relaijpbg-
tween the flows provide long-term fairness but not shorttir-

ness. Therefore, the optimal Efficiency Indexyi§,° = 1. Fi-

nally, observe thays.® # £, hence there is no single globally

optimal y,p¢. Next, we use simulations to study throughput and
fairness properties in the two-flow SIS topology from Fig&ire

Throughput. Results for total throughput vs. the Efficiency In-
dex v are shown in Figure 6(a). In all simulations the algorithm
converges and the sum of utilities is maximized. We obserae t
the dependency between throughput arfdr SIS topologies con-
sists of two segments. In the first segmentvoxk 0.6, throughput
increases linearly ag increases. Due to MAC imperfections, the
actual value of the “knee” is approximately 0.6. The slopé¢hef
increase is twice the slope for the case of the fully conmktzipol-
ogy. In the second segment fpr> 0.6, the throughput is constant
at 1.41 Mb/sec, and does not dependhoriTherefore, in order to
maximize throughput, the ideal setting of the Efficiencydxds
v > 0.6.

Finally, observe that the maximum throughput is lower tham f
the case of fully connected topologies. The main reasoreisinth
creased contention that we explain as follows. Assume hieagtis
an ongoing transmission betwe8nandR; in Figure 5. Sincess
is unaware of this transmission it can possibly send an RTS me
sage taR;. At the same timeR; is aware of the transmission and
does not reply with a CTS message. Consequestyincreases
its contention window and enters backoff. At the same tise,
is more likely to acquire the channel in the next transmissit
tempt, and consequently, to hold the channel for long periafd
time. This increase of the contention window leads to a degre
in throughput, while the long periods of time in which the chel
is occupied by a single flow leads to serious short term umdas
that we explore next.

Fairness Properties.Figure 6(b) reports the short-term fairness
index vs. window size for two values of the Efficiency Index\We
observe that short-term fairness properties are extredifgrent
for v = 0.6 and fory = 0.7. When~ = 0.6 a satisfactory fairness
index of 0.05 can be achieved at time scales less than 300, msec
whereas whery = 0.7 this same index can only be achieved at
much longer time scales of 4.7 sec. On the other hand, the tota
throughput wheny = 0.6 is 1.33 Mb/sec, while the throughput
wheny = 0.7 is 1.41 Mb/sec, a% difference. This characterizes
the strong tradeoff between short-term fairness and thmauigoss.
We note that short-term fairness propertiesyfer 0.6 andy > 0.7
are similar to those shown in Figure 6(b) fpr= 0.6 andy = 0.7
respectively, and are therefore omitted from the figurealinthe
long-term fairness index is always O (i.e., perfect faim)@nd does
not depend on.

Thus, in SIS topologies, the optimal Efficiency Inde%” that
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Figure 6: Symmetric Incomplete Information Topology: Simulation Results

provides the highest throughput and satisfactory shont-fairness
properties is always less than 1. In other words, for theepoic
a moderate throughput loss, short-term fairness progectie be
substantially improved.

5. CONGESTION CONTROLWITH INCON-
SISTENT STATE

In this section, we consider topologies in which source satte
not have the same channel state due to their spatial losati@ams-
mission ranges and carrier sense ranges. We refer to tapslivg
which source nodes have inconsistent channel state as ayimm
topologies, as there is an asymmetry in knowledge of theraan
busy time among the senders. Asymmetric topologies witly ful
backlogged flows have been studied in the literature [1, B,abl
severe MAC unfairness was established. Even more, it has bee
shown that the service order in such topologies is closeitti pti-
ority (SP), in which packets of one flow are nearly always sédrv
before packets of another flow, i.e., the “low priority” flowlg ob-
tains service if the “high priority” flow is not backlogged ek, we
study the impact of this unfairness and unknown data trassion
capacity on the performance of the congestion control @hguarin
asymmetric topologies with no inter-node collaboratiore $tow
that the asymmetry in channel state is critical to perforceaand
leads to convergence to incorrect rates.

Figure 7: Asymmetric Topology: Transmission Range is Equal
to Carrier Sense Range

We classify the asymmetric topologies into two groups atiogr
to the difference in the source nodes’ knowledge of the chlann
The two classes are topologies with equal transmission argec
sense range and topologies with different transmissioncander
sense range.

5.1 Topologies with Equal Transmission and
Carrier Sense Ranges

In previous sections, we studied topologies in which the MAC
protocol is able to achieve long-term fairness when all flawnes
continuously backlogged. However, in asymmetric topaegdue
to asymmetry in the channel state, the MAC protocol expegsn
severe unfairness for continuously backlogged flows. Ammpta
asymmetric topology with two flows is shown in Figure 7.

In this example, the sendék is out of range of the sender and
receiver of flowf, whereas the sender and receiver of flware
in the range ofR2. Thus, the two flows have different (asymmet-
ric) views of the channel: flowf; is aware of flowf, whereas the
opposite is not true. Consequently, if both flows are baaidaog
flow f; will have considerably higher throughput than flgiwbe-
cause the sendé; is able to sense CTS and ACK sentRBy, thus
knows exactly when to contend for the channel, whefasannot
sense neithef; nor R1, hence contends randomly. In this case,
the system performs close to a distributed strict priorifgug, in
which flow f; has strict priority over flowf,. Below, we study the
throughput and fairness properties of this asymmetriclagpoin
the presence of congestion control without collaboration.

With congestion control and a perfect contention-free MA@,
allocated rates:; andx, are the approximation to the following
system of equations

w BB+t

X1 - Cl 62 (18)
ws (Z—v+o"
™ — e (19)

This is due to the fact that flow is measuring the correct busy
time, while flow f> is unaware of flowf; and is able to locally
measure only its own busy time. When = wy = 1,01 = C2 =
C, ande — 0 we have

z1 = 0 andzy = ~C.

Thus, congestion control in asymmetric topologies leadsfair-
ness, and according to the above analysis, there is no dptima
Next, we use simulations to study the throughput and fagrpesp-
erties of this asymmetric topology.

Throughput. Figure 8(a) depicts the throughput of the two flows
as well as the aggregate throughputyagaries from 0 to 1. For
~v = 1, the system defaults back to the undesirable performance of
802.11 without congestion control.

First, the simulation results match the above theoretiesililts
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Figure 8: Asymmetric Topology with Equal Transmission Rang and Carrier Sense Range: Simulation Results

only for v < 0.7. This discrepancy is due to assumption that but cannot decode it. Consequently, as per IEEE 802.11 [dtB] b

e — 0, whereas in simulations we ugse= 0.05. Further de- S1 andR; set their NAVs to the value of EIFS as depicted in Figure
creasinge shifts this transition point towardg = 1. Due to the 10. IEEE 802.11 also specifies the duration of EIFS frame to be
MAC unfairness described above, for any allocated rate- 0 the longer than time needed for an ACK frame to be transmittedeat t
throughput of flowf; is close to the allocated rate, while flofy is physical layer’'s lowest mandatory rate. Not relying on th&/N

able to utilize only the leftover capacity. Next, there isséue of,
0.7 < v < 0.8, such that the rates of the two flows are equal. We @

name this value as the optimal,. for the asymmetric topology T~e— o
with equal transmission and sense ranges. Finally, theeggtg ’\*\~.. f, . — Transmission Range
throughput curve has a dip for = ~,,:. The reason is that when ’.,.a" — - Carrier Sense Range

the flows are transmitting at similar rates, some air timeeigdp @ -
wasted as flowf; is rate limited and flowf: is in backoff as it is
contending randomly.

Fairness Properties.The fairness properties of asymmetric topolo-
gies are illustrated in Figure 8(b), which depicts the loegn fair-
ness index vs. the Efficiency Index We observe that the fairness
index varies drastically witly. There are only two narrow regions
in which the fairness index is smaller than 0.5. The first sedion

Figure 9: Motivating Example

in such topologies would result in collision, i.e.,9f does not set

its NAV and starts transmitting there would be a collisionRat

Consequently, when inferring the channel state locally,haee

is v < 0.1: unfortunately, the throughput is low and the perfor- tq assume that the c_hannel is busy _whgnever the .NAV is nonzero

mance is unacceptable. The second regidhs< v < 0.8, near Finally, observe that in the topology in Figure 9, neitbemor R,

~opt, With throughput between 1.1 Mb/sec and 1.25 Mb/sec. While '€ able to decode the packet frdt, thus none of them have the

a seemingly desirable operating point, unfortunately, sumél that exact |_nformat|on about the channel busy t_|me. Next we discu

the exact value Ofi,p: is quite sensitive to many parameters such oW this effects the performance of congestion control.

as channel capacity, packet size, etc. ‘
In general, to achieve fairness flofv has to be aware of the de- S L XI5 *’

mand of flowf,. Also, there exists an optimal,,; for the case in ‘ - 5

which two flows are having different views of the channel. How

ever, the system robustness as a function isflow. L5 i I NA"“;T:V’(CTS) %‘;’ rrrrrrrrrrr
5.2 Topologies with Different Transmission and R vy ] NAVERS) |
Carrier Sense Ranges ! [ wavars) ] !
In this section, we study the impact of a small but constéferdi 1 Defer Access
ence in the measured channel busy time on the performanbe of t
congestion control algorithm without collaboration andasym- Figure 10: IEEE 802.11

metric topologies. We first discuss an example that pointgtau
importance of relying on the Network Allocation Vector (NfA
random access networks. Then, we describe how the use of NAV 5.2.2  Performance

results in a small but constant difference in measured hiusy, t Here, we study congestion control in topologies in whichrseu
and finally how this impacts the performance of congestiorirod nodes measure busy times with a small, constant differeRoe.
in asymmetric topologies. that purpose, we use the same example as in Section 5.1, sset we

. the carrier sense range to be twice the transmission rangereT

5.2.1  Importanceof Network Allocation Vector (NAV) fore, S» is now in carrier sense range of baih and R; (and vice

Consider the topology in Figure 9, in whidR; is in the carrier versa) as shown in Figure 11. Observe that flgivand f> cannot

sense range of botl; and R, whereasS; is out of the range of transmit simultaneously. The throughput and fairnessentgs for
both. Thus, wherR; is transmitting,S1 and R, receive the packet  this asymmetric topology are discussed below.
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For the given topology, the busy time flofy measures is always
larger than the busy time floyii measures. The reason is that when
either S; or R; are transmitting,S> is able to sense the channel
busy, but is not able to decode the packet. Thus, it sets it& NA
to the value of EIFS as described above and as shown in Figure
10. Since the duration of EIFS is determined by the time ngede
for an ACK packet to be transmitted at the physical laybovgest
mandatory rateS, overestimates the busy time by some vajue
0. Thus, the rates the congestion control algorithm will @ge to
are the solution to the following system of equations:

(%—F%—’y—!—eﬁ

w1

x_l == 0162 (20)
wy _ (E+EFEv+T

= et (1)

Figure 12 plotse; andz2 as a function of. The other parameters
from the above equations are as presented in Section 3.4€. W
observe that fog as small as 0.0001 the raie converges to a
value close to 0.

In other words, as long as there is a very small but constént di
ference between the measured busy times of the two flowsatbe r
will converge to incorrect values. Thus, the above analsigests
that there is no optima} for the asymmetric topologies with small,
constant difference in measured busy times. Next, we stoely t
throughput and fairness properties via simulations.

Throughput. Figure 13(a) depicts the throughput progression in
time of both flows. The results shown are fpr= 0.8; however,
we note that similar performance is obtained for any 0.95 (i.e.,
flow f» always converges to zero throughput while the convergence
value of flow f; varies with~y).

The main reason as described above is the constant discyepan
in measured busy times. Figure 13(b) shows a sample of nermal
ized measured busy times of the two flows between 101 sec and
101.5 sec. of simulation time. Observe that flgwalways mea-
sures slightly larger busy time than flofy, which based on the
analysis above explains the results.

Fairness Properties.Figure 13(c) depicts the long term fairness
index as a function of the Efficiency Indexfor the asymmetric
two-flow topology in Figure 11. We observe that the fairness i
dex is 1 fory < 0.95 and it decreases to 0.4 for= 1 (i.e., the
system performs as pure IEEE 802.11 without congestiorraipnt
This is due to the aforementioned convergence to incoregesr
Hence, for the case of local inference of the channel state; c
gestion control in asymmetric topologies with carrier gerenge



twice the transmission range degrades the performanceefbhe,
in the next section we study congestion control in the preserf
collaboration among nodes.

6. CONGESTION CONTROL WITH COL-
LABORATIVE INFERENCE OF CHAN-
NEL STATE

The previous sections clearly indicate that relying on lidgea
ference of the channel state can result in serious unfaiyribas
pointing to the need for collaboration among nodes. Thushim
section we study congestion control under inter-node botation,
i.e., inter-node sharing of channel-state informatiorhimita con-
tention neighborhood.

We first describe how we realize the collaboration and the tfp
metrics we are measuring. Then we study fairness and thpoiigh
properties of congestion control in the presence of coltatian in
more complex topologies.

6.1 Collaboration

The objective of the algorithm that enables collaboratothat
each sender collects information about the channel busy/fomall
contention neighborhoods it belongs to. The design spacgufth
a distributed algorithm is immense, and it includes measarg
of the required metric (e.g., busy time, offered load, eafioad,
capacity), message distribution, and rate computation.

Our focus in this paper is not the design of the algorithnifitse
Rather, we study the effects of collaboration and the naifithe
metric measured on the throughput and fairness propertidseo
congestion control algorithm. Therefore, we use a datatstre
to obtain the needed information about the channel statecit e
sender. We consider that the topology is known and that tkee da
structure is populated periodically every 20 msec, whickiss the
period of rate calculation. When a source rate needs to ladcrec
lated, the data structure is accessed, and the needed aifomis
fetched. We then use rate limiters to enforce the calculstedce
rates. In other words, we considperfect collaboration among
nodes in a contention neighborhood to study the performiamee
its of collaboration, and omit factors such as overhead agidtics
of information exchange.

As described in Section 2, rate update is done periodicatigl,
one of the metrics required for the rate update is the chanms}
time. However, there are multiple ways one can measure #e ch
nel busy time. Here, we consider three approaches. In the firs
approach, each node measures the channel busy time losaity u
carrier sensing. Thus, in this way each node measureagtre-
gate busy time of the channel, and populates the data structure by
this aggregate value. In the second approach, the chamsetime
is calculated for each source as the ratio of throughput paasy.
Thus, here each sender measures the number of packetssit tran
mits. We do not measureapacity and use the capacity specified
in 3.4.2 instead. The data structure is populated then Wwéhdtio
throughput/capacity for each sender. Finally, in the third approach,
each sender measures its offered load, and the data s&rishop-
ulated withoffered_load/capacity. This approach best resembles
what is done in Section 2.

6.2 Flow-in-the-Middle Topology

Here, we study the flow-in-the-middle topology presentdeig
ure 14. In this topology flowg; and fs; are out of range of each
other and can transmit simultaneously. However, flaws in the
range of bothf; and f3 and can transmit only if none of these two
are transmitting.

Figure 14: Flow-in-the-Middle Scenario

Continuously Backlogged Flows.If all flows are backlogged,
flow f> will have considerably lower throughput than the other two
flows, whose throughput will be close to the maximum. Thearas
is that flow f5 is sensing the channel busy whenever either of the
two outer flows are transmitting. Since the transmissionthef
outer flows are not synchronized, the busy time flfais sensing
can be quite long, thus the transmission opportunities v ff-
are severely limited.

Congestion Control with Collaboration. We use this topology
to study congestion control with inter-node collaboratand the
choice of the measured metric. Note that in this topologypitoe
portional fair shares for the three flows are 2/3, 1/3 and 2/B®
available capacity. Flow> has half the fair share since it belongs
to two contention neighborhoods, whereas the outer two feah
belongs to one contention neighborhood.

Figure 15 depicts throughputs for the three flows for the £ase
in which the congestion control algorithm calculates rat@sed on
aggregate busy time, throughput, and offered load (Figlsés),

(b), and (c) respectively). All three plots represent algisimula-
tion run obtained with the Efficiency Index= 0.8, v = 0.6, and
~v = 0.6, respectively.

We choosey’s such that the maximum achievable aggregate through-
put per contention neighborhood is the same, thus the pesicce
for the three approaches should be similar. We make thexfisitp
observations.

e Different values fory are required when different measures
of busy time are used. The reason is that by measuring ag-
gregate busy time, we essentially measure the portion ef tim
that is being used for any transmission (i.e., data packets,
control packets). However, by measuring throughput for ex-
ample (or measuring offered load), we are measuring only
transmissions of data packets. Hence, the absolute values o
busy times measured in these three different ways are quite
different, which is the reason thes are different.

e From Figure 15(a) we see that there are instances in which
the congestion control algorithm does not converge to the
correct rates. This is due to the nature of the measured met-
ric in this case. As aforementioned, the congestion control
algorithm in this case calculates the rates utilizing thoally
measured aggregate busy time. The actual assigned rates in
this simulation run for flowsf1, f- and f5 are 1.15 Mb/sec,
0.63 Mb/sec and 1.15 Mb/sec, respectively. However, due
to the unfair MAC, almost none of the packets from flgw

are being transmitted, while both of the outer flows achieve
throughput exactly as assigned rates. In terms of aggregate
busy times, this allocation and the correct one (800 kb/sec,
400 kb/sec and 800 kb/sec) are the same. Thus, in some in-
stances the system gets to this “incorrect” stable state and
remains there. We do note that most of the simulation runs
generate performance similar to the one presented in Figure
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15(b).

e The convergence time in the case in which throughput is1
measured is double the convergence time for the case in which

offered load is measured. The reason is that with the through
put measurement there is some error introduced by the ran-
dom nature of the system, resulting in more rate oscillation
and longer convergence time.

In general, in topologies with multiple contention neighimods,
each sender needs to obtain the busy times for all contemndign-
borhoods it belong to in order for the congestion controbetgm
to achieve convergence to the correct rates. Moreover, garen
convergence to correct rates, these obtained values fgrtlonss
need to be per-flow rather than aggregate.

6.3 Topology with Multiple Contention Neigh-
borhoods

In this final topology, our goal is to compare the performance
and fairness of TCP and the utility-maximization congasion-
trol algorithm with collaboration. For the comparison weooke
the topology presented in Figure 16 because it incorporatés-
ple issues and sub-topologies studied throughout the plapather
words, the topology is a combination of symmetric, asymioetr
and flow-in-the-middle topologies.

Figure 16: Topology with Multiple Contention Neighborhoods

Figure 16 depicts the throughputs for each flow. In the TCP ex-
periment below, each source generates long-lived TCP-8atk
fic, with all parameters set to their default values. In thétyt
maximization congestion control algorithm experimentsjabo-
ration is based on the measured throughput, and the efficianc
dex is set toy = 0.6.

Results. Observe that TCP is not able to achieve the full avail-
able bandwidth. This is due to the congestion control of TWatien
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a TCP flow experiences a loss, it reduces its window by a faxftor

2 and is not able to exploit the full available bandwidth. Néxall
experiments we observed only two outcomes. Outcome 1 infwhic
flows 1 and 3 are active while flows 2 and 4 are almost starvet!, an
outcome 2 in which flows 2 and 4 are active while flows 1 and 3
are almost starved. We performed 50 simulation runs of wivich
thirds of the runs yield outcome 1, and one third yield outedn
Observe that although flows 1 and 4 can be active simultahgous
this outcome never occurs. This is due to the informatiomasg-

try embedded in the topology. When flow 1 is transmitting, flow
2 cannot since they are in the same contention neighborhabd.
the same time, flows 3 and 4 are both out of the range of flow 1.
However, flows 3 and 4 present the same example described-in Se
tion 5.1, so that flow 3 obtains almost maximum throughput. We
do point out that TCP’s inability to fully utilize resourcesnd its
unfairness in wireless networks have been widely studietaah
dressed in the literature, and solutions have been profjbsédil8,

19]. We do not consider any of these proposals, and simptystu
TCP as a baseline for comparison.

The ideal fair shares for the Utility Maximization Congesti
Control (UMCC) algorithm with~y 0.6 are 800 kb/sec, 400
kb/sec, 400 kb/sec and 800 kb/sec for flows 1, 2 ,3 and 4 respec-
tively. Observe that the achieved shares of the utility-imézation



congestion control algorithm with inter-node collabavatare very
close to the ideal ones. Moreover, the congestion contgolrdthm
achieves throughput up to %rhigher then TCP, most importantly,
without starving any flows.
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networks. TCP’s unfairness over multihop wireless netwaek
studied in [5, 25]; in[5], neighborhood RED is proposed tpiove
TCP fairness in multihop wireless networks. In [26], thrbpgt

analysis of multihop chain networks is presented. Finaily4] a
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This paper differs from such studies in that we study the thpa
of CSMA/CA based MAC protocols with consistent and inconsis
tent channel state on the performance of the utility-mazétidn
congestion control schemes. In particular, we explore tingact
of the wireless channel, unknown data transmission capagit
known service order and unknown and incorrect system stetieso
performance of congestion control algorithm in environteenith
and without collaboration. We also demonstrate the remergs
of a wireless network in order for congestion control algoris to
provide high performance.

8. CONCLUSIONS

In this paper, we studied the utility maximization approach
congestion control in wireless CSMA-based networks andistl
the fundamental challenges arising in multihop networke &x-
plored the impact of channel state consistency, servioergirter-
node collaboration and unknown data transmission capanitye
performance of the congestion control algorithm. Our ward-p
vides a deeper understanding of the performance of utildyim
mization congestion control over CSMA-based networks aeldy
new insights that can guide the analysis and design of alulistd
congestion control algorithm for CSMA-based networks.
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