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Abstract—Significant progress has been made in understanding occurs in a scenario in which two-hop flows share the same
the behavior of TCP and congestion-controlled traffic over multi-  gateway with one-hop flows. Because the occurrence of such
hop wireless networks. Despite these advances, however, ng compination of flows cannot be avoided in a mesh network,
prior work identified severe throughput imbalances in the basic . . . .
scenario of mesh networks, in which one-hop flows contend wit we refer to thls fundamentall scenario as tiu§|c scenario
tWO-hOp flows for gateway access. In this paper, we demonst& Moreover, thIS scenario exists W|th bOth S|ng|e'rad|0 and
via real network measurements, test-bed experiments, andna multi-radio architectures (see the discussion in Sectitn |
analytical model that starvation exists in such a scenarioj.e., Note that starvation of two-hop flows precludes the use of

the one-hop flow receives most of the bandwidth while the two- the mesh architecture, which by definition employs multpho
hop flow starves. Our analytical model yields a solution coristing L
paths. Our contributions are as follows.

of a simple contention window policy that can be implemented ) i ) )
via mechanisms in IEEE 802.11e. Despite its simplicity, we First, we perform experiments in an operational urban mesh

demonstrate through analysis, experiments, and simulatits, that network, Technology For All (TFA}. We demonstrate the
;m?ftiﬁomt:r{e hr?: t\/\i) rEgWGLfgLi neffecéinc:r; f;ii\i/\/(;ft'ﬁ;Wid?O gzﬁiﬁ?’ existence of starvation under saturation conditions armvsh
MAC t?ehavior, and ensﬂring tt?atpTCP lflowsgobta?ng fair share that only 6.1 One-hqp TCP. flow in Comp.etltlon with a two-hop
of the gateway bandwidth, irrespective of their spatial loations. TCP flow is sufficient to induce starvation.
Second, we describe the protocol origins of starvation as
a compounding effect of three factof$) the medium access
protocol induces bi-stability in which pairs of nodes atiztie
Large-scale wireless mesh network deployments are plannigctapturing system resource$i) despite the inherent sym-
and underway in cities across the world. Mesh deploymentsetry of MAC bi-stability, we show that the transport pratbc
are expected to provide broadband low-cost mobile accésducesasymmetnjin the time spent in each state and favors
to the Internet. The prevailing architecture for largekscathe one-hop flow; angii) most critically, the multi-hop-flow’s
deployments is a multi-tier architecture in which an ac¢&ss transmitter often incurs a high penalty in terms of lossagel
connects end-user PCs and mobile devices to mesh nodesandl consequently, throughput, to re-capture system ressur
a backhaul tier forwards traffic to and from a few high-speed Third, we develop an analytical model to study starvation
gateway nodes. Different from WLANSs, the mesh backhadhd to devise a solution to counter starvation. The model
tier topology ismultihop i.e., some of the traffic traversesomits many intricacies of the system (TCP slow start, fading
more than one wireless link before reaching the wired nékwoichannels, channel coherence time, etc.) and instead focuse
Clearly, for mesh networks to be successful, it is crititeltt on the minimal elements needed such that starvation mani-
the available bandwidth be distributed fairly among userssts. Namely, the model uses a discrete-time Markov chain
irrespective of their spatial location and regardless @irth embedded over continuous time to capturéxad end-to-end
hop distance from the wired gateway. congestion window, a carrier sense protocol with or without
Significant progress has been made in understanding #ES/CTS, and both end-point and intermediate queues.
behavior of TCP and congestion-controlled traffic over wire The model yields aCounter-Starvation Policyin which
less networks. Moreover, previous work showed that sevejfly the gateway’s one-hop neighbors should increase their
unfairness and even complete starvation can occur in nopitihminimum contention window to a value significantly greater
wireless networks, and solutions have been proposed cotfgan that of other nodes. This policy does not require any
spondingly (see Section VI for a detailed discussion ofteela hardware and software modification. Conversely, it can be
work). However, despite these advances, no prior work hasalized via standard mechanisms as IEEE 802.11e. The model
identified the basic scenario in which congestion-corgrll also characterizeshy the policy is effective in that it forces
flows contending for a shared gateway yields starvation. all queuing to occur at the gateway’s one-hop neighborrath
In this paper, we analytically and experimentally show th@han elsewhere. Because these nodes have a perfect channel
starvation (i.e., long-term and severe throughput imlz#an view of both the gateway and their neighbors that are two hops
J.Shi, J. Camp and E. Knightly are with Rice University, Hons TX away from the gate,way’ bI_Staplhty is eliminated such What
(http://www.ece.rice.edu/networks). O. Gurewitz is wiepartment of Com- Subsequent penalties are not incurred.
g#nicaﬂlg?ajyscefpﬂz rlfcﬂugsigeigfivf\lligthBI;?ES#fiﬁgi\z?is\gscij?%geﬂg}h B:-“ef Finally, we experimentally demonstrate that the Counter-
auter?g’s were with Rice while performing the research fos thork. g Starvation Policy solves the starvation problem. In partic
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I. INTRODUCTION



lar, we realize this policy by employing the IEEE 802.118. Measurements In TFA

mechanism which allows policy-driven selection of conemt  Here, we experimentally demonstrate the potential for star
windows. We re-deploy a manageable set of MirrorMesh nod@stion in operational mesh networks under saturation condi
on-site (mirroring a subset of the TFA mesh nodes) afgns. For our measurements, we select three TFA nodés -
perform extensive experiments. We extend our investigao p gnd W - which form abasic topologyas described in II-A.

a broader set of scenarios and show that the Counter-Starvaj| of A’s packets to and from the gatew&§V are forwarded
Policy enables TCP flows to fairly share the gateway bangy nodeB, as verified by observing the routing table. Further,
width in more general scenarios. in order to minimize the impact of users’ behavior on our
measurements, we perform the experiments during the off-
) ] . i peak hour. In particular, we simultaneously generate a TCP
In this section, we describe theasic topology for mesh 5w from the two-hop noded and a TCP flow from the
networks, and experimentally demonstrate the existence d?fe-hop node3 to the gatewayGW. Thus, all three nodes
starvation in this topology. mutually contend for channel access in support of both plin
data and downlink acknowledgmenits.

Il. STARVATION IN URBAN MESHNETWORKS

A. The Basic Topology

The basic topology we consider in this paper is shown in ** RTS OFF 5000 RTSON
Fig. 1, in which two mesh nodes} and B, are located two L a000 S
and one hop away from the gatew&V, respectively. Mesh
nodesA andGW do not sense each other’s transmission, i.e.,
they are hidden from each other. Bath and B transmit a
TCP flow to the gateway nod@7V/. Note that this topology
is necessarily embedded in any larger mesh network topolog' °
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given that mesh networks are defined as multi-hop wireless Flow Flow
networks with gateways. Fig. 2. TCP contention in the basic topology, with and withRTS/CTS.
@ TCP ,:|0W5@ Fig. 2 depicts the throughput of the two flows with and

TCP Flow A without contention. It illustrates that, even though theotw

hop flow can receive considerable throughput when singly

active, severe starvation occurs when the RTS/CTS megchanis

is off (Fig. 2(a)) as well as when the RTS/CTS is active

B. Technology For All Network (Fig. 2(b)). In particular, the one-hop TCP flow from node
The Technology For All (TFA) network is an operationalB dominates whereas the two-hop TCP flow from notle

mesh network that provides Internet access in a densely pegeeives nearly zero throughput in all experiments. Sinee w

ulated urban neighborhood in Houston. The network is mulijerify that other network activities during our experimeane

tier, including a backhaul tier which wirelessly forwardstal negligible, i.e., we measured a few kbps of control and data

and an access tier which provides access between end-ugeifffic, the starvation observed in Fig. 2 can be only due ¢o th

and the mesh infrastructure. At the time of our experimentsctivity of nodes4, B andGW, i.e., due to the high collision

there were approximately 2,500 users in the network in aa argrobability experienced byl’s TCP DATA and GW’s TCP

of nearly 3km?. Each mesh node runs software derived frolRCKs (or by their RTS frames).

open-source LocustWorld mesh networking software. EachSimilar starvation occurs in scenarios characterized by di

mesh node has a single SMC 2532-b 802.11b wireless adagéeent combinations of user activity and protocol set. Duie t

with 200 mW transmission power to serve both backhaul asflace limitation, those experiments are reported in [20].

access traffic. Each wireless card connects to a 15 dBi omni-

directional antenna with a vertical beamwidth of 8 degrees. I1l. STARVATION’S PROTOCOL ORIGINS

The backhaul antennas are attached to the sides of homes

10m heiaht. and at sliahtl ter height X £20 #ere we describe how the protocol mechanisms of medium
M height, and at Sightly greater heig (maximum o rT3;9ccess and congestion control mechanisms interact to cause
at libraries, schools, and businesses.

starvation in the basic scenario shown in Fig. 1. We analyti-
cally model this scenario in Section IV.

Fig. 1. Traffic matrix in the basic topology

C. Experimental Setup

In each experiment, we generate TCP traffic usipgrf -
and measure the achieved throughput. Before each experim'é‘h Protocol Origins
we measure the throughput when each flow is singly activeMedium Access and Bi-stability. The collision avoidance
to ensure good channel state. Unless stated differently, ddechanism in CSMA/CA causes bi-stability, in which node
measurement intervals are 120 seconds, the maximum PR@irs(4, B) and(B, GW) alternate in transmission of multi-
rate is 11 Mbps, and the radio band is channel 6 of the 2k packet bursts. In particular, the system alternatesdsst
GHZ ISM band. By default, the RTS/CTS mechanism is not,, _ o _

To ensure that our results are not unique to injectirgingle flow in the

used k_)y the TFA mesh nodes. All experiments on TFA_ taif)@esence of many background flows, we also genexgtgegateflows from
place in the presence of the network’s normal user traffic. both nodes and obtain similar results.



a state in whichA and B jointly capture the system resources =~ Multiple packet burst (GW.B) - Multiple packet burst (AB)
for multiple transmissions whil&W is idle, and a state in S
which GW and B transmit whileA is idle.

To understand the bi-stability, we first examine the befravio
of two flows in the scenario shown in Fig.3, Where_the gatequyg. 4. lllustration of bi-stability with alternation ofA, B) and (B, GW)
GW and two-hop mesh nodé contend for transmitting TCP transmissions.

ACK and TCP DATA, respectively.

DATA ,
DATA ,

TCP ACK ~~Outer loop N\
_ @ “ Inner loop @
® & | o=
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TCP DATA DATA,
, DATA,
Fig. 3. TCP DATA and TCP ACK are contending for channel access @ ’ / @
Assume the transmission queuesAdfand GW are back- ®)
logged at a given time, and both nodes are in the minimum @ ‘ DATA, — @
contention stage. Since the two senders, namebnd GW, —ACK
are hidden from each other, a transmission from one sender ©

succeeds only when it fits within the other sender's backdf®. 5. lllustration of multiple control loops and a shareédium.
interval. Note that when the packet size of one sender is
comparable to or larger than the contention window of the
other sender, the probability of collision between the twdtate and interleaves its packets with the burst generedea f
senders is very high. For example, in IEEE 802.11b witiis node. This bi-stability is depicted in Fig.4.
default parameters, the collision probability between RIS Asymmetry Induced by Sliding Window. TCP causes the
transmissions respectively from the two senders is 0.7, &stem to spend dramatically different times in the two Istab
suming that both transmitters are in the first backoff staggtates. Specifically, TCP’s sliding window mechanism @eat
The collision probability for data packets with RTS/CTS isff closed-loop system between each sender-receiver pairighwh
even higher (e.g., nearly 1 for packets larger than 750 hgtesthe transmission of new packets is triggered by the receptio
802.11b). Thus, when both nodes are in an early backoff stagé acknowledgments. The basic scenario contains two nested
the system is likely to experience collisions. After a serigransportloops, one for each flow. We term the one-hop and the
of collisions, the backoff window of both nodes will becoméwo-hop loops as the inner loop and outer loop respectiasly,
sufficiently large such that one of the nodes will succegsfuldepicted in Fig. 5(a). When in the stable state in whidh3)
transmit a packet. bursts andG'W is in the fail state, both the outer and inner
Assume without loss of generality that noddV finally loops are broken (Fig. 5(b)), and hen¢d, B)’s burst length
succeeds in transmitting a packet. After this successhuistr is upper bounded byt’s TCP congestion window. Conversely,
mission, nodeGW resets its contention window back to itswhen (B, GW) bursts, only the outer loop is broken, and
minimum size, while nodel keeps a high contention window.the inner loop is self-sustaining due to the loop’s own ACK
In order for noded to succeed in its next transmission attempgeneration (Fig. 5 (c)). Consequently, the durationddy and
it must fit its packet in a small backoff interval of nodgV, B to jointly capture the channelis not bounded. As a resust, th
which is an unlikely event. After a resulting collision, thesystem spends much more time in the state in whighG'W')
probability to succeed for each node is asymmetric, becagptures the channel than in the state in wiii¢hB) captures
the contention window off7V is much smaller than that of.  the channel.
This process can repeat many times such that only dgde Severe Transition PenaltiesDue to asymmetric bi-stable
manages to transmit packets, while notlkeeps increasing its states, noded and nodeGW experience different fail state
contention window. When the contention windowAfs high, durations, leading to a severe penalty only for the TCP flow
GW can transmit multiple packets between two consecutiegiginating from nodeA. Recall that a node exits its fail state
transmission attempts hy. in the three ways described above. Whgi/ is in the fail
To summarize, when mesh nod8? (A) wins the channel, state, noded’s limited burst is not likely to drive=1/ to drop
it enters a success state in which it transmits a burst ofgiack a packet. Hence 1/ will most likely exit its fail state by case
while A (GW) enters a fail state in which it does not succeediii) , i.e., the transmission queue dfis emptied. The penalty
in transmitting any packets. The success state can temrfioiat that nodeGTV incurs is small due to short duration of its fail
three reasongi) the probability of the node with the higherstate. Furthermore, this penalty is shared by both TCP Flow
contention window to win is low but not zerdij) the losing A and TCP flowB. On the other hand, when nodeis in the
node drops the packet and resets its contention windowigftefail state, the inner loop is self-sustaining, hence, thievgay
reaches its maximum retry limijii) the transmission queuequeue is rarely empty. Consequently, notlenost likely exits
of the winning node is emptied. its fail state by casdii), i.e, by dropping the packet. The
Note that since nod® is in sensing range with both and penalty noded incurs is high, including both the long duration
GW, it contends fairly with the node that is in the successf its fail state (MAC penalty) and TCP timeout, a duration



which exponentially grows with multiple drops of the same IV. ANALYTICAL MODEL AND STARVATION SOLUTION

TCP segment. This penalty is only paid by TCP Flaw In this section, we develop an analytical model to study the

compounding effects of medium access and congestion ¢ontro
B. Broader Topology on starvation. We employ a highly simplified system model in
A variation of the basic topology is shown in Fig. 6 (|eft)’0rder to isolate and study the root causes of starvationrunde

where A andC respectively transmit a two-hop TCP flow andhe simplest conditions in which they arise. Finally, drivey

a one-hop TCP flow to the gateway no@&V. In this case, theé model, we propose a counter starvation policy.
although nod&” does not forward traffic for nodd, the same

reasoning of starvation origins applies. The gated@ay and A, System Model

A are out of carrier sense range yielding bi-stable behawor.AS described in Section Ill, the DATA-ACK control loop is

When GW and C' obtain the channel, the one-hop loop isa key factor in starvation. Consequently, we model only one
self-sustaining. Wheml and B obtain the channeliWW is in y ’ d Y. y

fail state and both loops are broken. Consequently, thet b%%gpect of congestion control, the_slldmg wmdqw, and in-par
i A ; : . icular, we consider &ixedcongestion control window. When
size of A is limited by its congestion window.

the corresponding analytical model predicts starvatiancan
DATA, - conclude that among congestion control's many mechanisms,

@ ng;w,,,oo,, the DATA-ACK control loop and a sliding windowlone are
- sufficient to induce starvation.

For medium access, we also consider a simplified system
y . model with an idealized physical layer in which node pair
g = (GW, B) and node pair 4, B) can communicate without

@ ° FTSCTS ON channel errors. We do not consider physical layer capture

effect, i.e., we assume that overlapped transmissionsVisil

consider that the initial contention window of noflés given

by CWhin,:, and the contention window evolves according to

To verify starvation in the scenario shown in Fig. 6 (left), i the binary exponential backoff scheme. Moreover, we assume
TFA we select another one-hop nodebesides nodel, B and that the backoff counter of each station is geometrically di
GW. As depicted in Fig. 6 (left), two TCP flows are active orributed over the current window. This assumption allowsous
the two branched — B — GW andC — GW, respectively. exploit the memoryless property of the geometric distidiut
Fig. 6 (right) depicts the result of the experiment and shov@d to avoid tracking the number of mini-slots already edalps
that starvation does persist in this two branch topology. Adhis assumption is common and has been previously validated
expected, the behavior of the TCP flow pair— B — GW  €.9., [8], [15], [19]. Our model captures both RTS/CTS on as

andC — GW is strictly analogous to the behavior of the paiivell as pure CSMA with RTS/CTS off.
A— B — GW and B — GW discussed above. In addition to medium access and end-to-end sliding win-

dow, we also model the queues at each node. We assume that a
node contains a separate queue for each subflow, e.g.,Mode
has a queue for downlink ACKs to nodg a queue for uplink

In mesh networks, the basic topology shown in Fig.1 QSATA originating from A4, and a queue for uplink DATA
its variation shown in Fig.6 (left) is necessarily embedded originating fromB. Moreover, each time a node gains channel
larger scenarios such as long-chain and broad-tree topologccess, each of the node’s queues receives service with equa
In these larger scenarios, although there are other fatitats probability. This assumption provides a memoryless priyper
affect the behavior of the contending flows, since all flowgereby aiding the model's tractability. We will show thative
finally converge to the gateway, the embedded basic scenafg system model omits many aspects of our experimental

plays an important role in determining the throughput ofystem, it nonetheless captures starvation.
each flow. Indeed, our extensive experiments demonstrate th

starvation occurs in a large set of scenarios, where one-hop o

flows starve multi-hop flows. The results of these experimerit: Model Description

are reported in [20]. As shown in Fig. 7, six sub-flows originating from the three
Finally, we comment on the number of radios used imesh nodes need to be modeled. Included in the six sub-flows

each mesh node. In our work, we consider one backhauk three upstream DATA flows and three down-stream ACK

radio with or without a second access radio, thereby cogerifiows, traversing to and from the gateway node, respectively

commercial architectures of Tropos, Cisco, Nortel, aneéth Correspondingly, we need to track the queue occupancy of the

Nevertheless, with multiple radios, if the number of radiosix sub-flows as shown in the figure.

is not sufficient to allocate orthogonal channels to every Eight channel states are identified including thi2&TA

interfering wireless link, the results of this paper ardl stitransmission statesccupied by upstream DATA transmissions

pertinent. In fact based on the previous subsection, whegneuon links 1, 2, and 3; threACK transmission statesccupied

a two-hop transmitter is assigned the same channel withby ACK transmissions on links 4, 5, and 6; owellision

one-hop transmitter, starvation can occur. stateoccupied by RTS (or DATA if the RTS/CTS mechanism

B C->GW
B A->GW

Fig. 6. Two-branch scenario and throughpdt— B — GW is one branch.
C — GW is another branch of the mesh.

C. Discussion



2Q, Flow A ACK expressed with{Q1, Q2, @3, Q) as follows:

~————4— HQ, FlowBACK Qe=Wy,—Qs
A EQ (W) Qs =Qg — (W — Q3) @)
" EQB—3> Flow B DATA Qo =Wo+ Wy — (Q1 + Q2+ Q3 + Q)
1 1 2 5 Flow A DATA

C. Transition Probability Computation

Fig. 7. Queues at different mesh points. ", s .
To compute the transition probabilities given a systemestat

we first use the queue occupancy to determine the set of nodes
is not used) collisions between the second-hop and gatewWBgt are contending for channel access. Since the nextistdte
node; and onddle state occupied by an idle mini-slot to the system switches to depends on the contention outcomes,
characterize when all nodes are counting down their badke compute the probability that each of the possible coiutent
off counters. These channel states are illustrated in Fig. @itcomes occurs. The key to compute these probabilities is t
where the time instants of a possible channel state swieh andle hidden terminals, which is described below.
pointed by arrows placed below the temporal axis. We label\We now consider system stat€@1, Q2, @3, Qg, 2, 2g) in
a transmission channel state using the index of the link #¢hich each queue of Fig. 7 has packets to send. This is the
which this transmission occurs. For example, channel gatétate in which the computation of the transition probapitit
refers to transmission on link 4. We denote the duration ef tfinost involved due to the fact that all nodes are contending.
transmission states, the collision state, and the idles digt We therefore show the computation of the transmission prob-

T;(1 <i < 6), T. and T}, respectively. abilities through this example. For system states in whigh n
all queues have packets to send, the transition probabdity
ACK Idle DATA Idle Collision Idle be Sim”arly Computed.

With all queues backlogged, all three nodes contend for
channel access at the next state switching time, in which
Fig. 8. lllustration of channel states. nodes € {a,b, g} attempts to transmit a packet (RTS or data

packet depending on which hand-shake mechanism is used)
with probability e; = CL Let f denote the duration of this

- Wl
The system evolution can be modeled as a Markov Cha(.antending packet expressed in the number of mini-slots. Th

errr:_b(rald?]ed rc:ver clo_nt_lgluous time at mini-slot boundaries {.qq hop nodd successfully transmits a packet only if (1)

W\;\(/: the ¢ a;)nned|s daie. dest B and G it attempts to transmit in the next mini-slot, (2) the middle
€ Us€a, b andg ‘to represent nodes, an W node does not attempt to transmit in the next mini-slot, and

respectively. For nodeé € {a,b, g}, the success probability (3) the gateway does not attempt to transmit in the next

of the geometric distribution that characterizes the bHckQ, i ciots Thus. the successful transmission probatuithe
counter is given bye; = &&-, Where CW; is the current second h(.)p node is given by

contention window of node. With e; computed as above,
the mean backoff interval is set to be the same as with the ea(l —ep)(1 —eg)7,

system’s actual uniform distribution. Consequently, ay an

state-switching time epoch, a node with contention windowhich is the transition probability from the current state t
CW; attempts a new transmission with probability (@1 -1,Q2+1,Q5,Q4,0,8).

We denote the length of queudor link i asQ;. Let Q, = All of the possible next states and their transition probabi
Q4+ Qs be the aggregate queue length at n6i&, and W, ities can be computed similarly and are summarized in Table
and W, be thefixed congestion windovor flow 4 — GW I. When collision occurs, both the two-hop and the gateway
and flow B — GW, respectively. Note thal¥, and W, are increase their backoff to the next stage, e.g., dfteollisions
constant values. Because the middle node is in radio rarfgdi = 2°CWiin, for binary exponential backoff. If the
of the two other nodes, the collision probability betweea tHoackoff stage reaches the maximum retry lifiit, it is reset
middle node and one of the other two nodes is very Smdﬂ), 0, which eXplainS the modulus Operator. When a node with
compared to the collision probability betwegnand GIw. 3 more than one non-empty queue wins contention, these queues
We therefore assume that the middle node never doubleshgye equal probability to transmit their head-of-line petck
backoff counter, i.e.CW, = CWiin.s. which explains the division operator.

In order to capture both the MAC contention status and
the queue behavior, we represent the system stat® as
{Q1,Q2,Q3,Q4, 2,y }, WhereQ,, 2, denote the current ) N )
backoff stage of nodel and GW/, respectively. Although the After compupng all transition probabllltle.s for matrd?,
length of some of the queues is not incorporated in the systéf@ can numerically solve the Markov Chain and obtain the

state, due to the fixed congestion window, they can all iéationary distributioll = TLP, whereIl = {II;,1 < i <
H}, and H is the total number of system states, given by

3To collide, the middle node has to send the first packet of a dat 9 9
transmission within the propagation delay of one of the ootles. H=R;(W,+1)*(Wp + )Y(W, + W, + 1). (2)

D. Throughput Computation



which Tink o state probability

link 1 Q1= 1,Q2+1,05,04,0,) ea(l—ep)(1—ey)”
link 2 (Q17 Q2 — 17 Q37 Qg + 17 Q(u Qg) 7(176‘1)6;(1769)
link 3 (Q1,Q2,Q3 —1,Q, +1,04,9,) (17ea)e§,(1feg)
link 4 (Q1,Q2,Q3+1,Qy — 1,9,,0) (1—ea)f§176b)eg
link 5 (Q1,Q2,Q3,Qy — 1,9,,0) (175a)f§1feb)eg
link 6 (Ql + 17 Q27 Q37 Q97 Q(u Qg) 7(176‘1)6;(1769)
coliding | (@1, @z, @3, Qg (R + V%R, (U + DERL) | (1 —eo)(eat g — cacy —call —cg)) — gl —ca))
none (@Q1,Q2,Q3,Q4,%,0) otherwise

TABLE |
TRANSITION PROBABILITIES OF THEMARKOV MODEL, WHEN ALL QUEUES ARE BACKLOGGED

We now compute binary matrixg; for the transmission chan-throughput of the two flows predicted by the model is close
nel statei, (1 <14 < 6), ¢, for the collision state, angs for to that obtained from simulation.

the idle state. These matrices have the same dimension as thEhrough measurements in TFA, where TCP New Reno
transition matrix and can be computed as follows. Suppoadaptive congestion control is used, we evaluate the impact
the system makes a transition from system stateo system of non-modeled factors of TCP, MAC and PHY on starvation.
staten, wherem andn are index of the system state. Wherfig.9 shows that both the model and simulation underestimat
making this transition, if a successful data transmissiofirlk the true extent of starvation. Thus, in the actual system,
1 occurs, we sep; (m,n) = 1; otherwise, we sep;(i,j) = 0. non-modeled factors of TCP such as timeout and window
Similarly, when making this transition, if a collision oasy dynamics, and non-modeled factors of medium access such as
we sety.(m,n) = 1. If none of the nodes attempts a newading channels, have only aggravated the starvation enobl
transmission, we seps(m,n) = 1. Let M be theH x H
transition matrix. Then the occurrence probability of each
channel state can be computed as

pi=» (I x(p;-M)), i€{1,23456.¢c75}, (3

in which, the operatordenotes inner product, and the operator
>~ denotes the operation that adds all elements of a vector.
The throughput of the two flows originating from nodeand .
B is then expressed in pkts/s as, A>GW B>GW

Fig. 9. Analytical model predictions compared to simulatend TFA.
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in which A is the average duration .of the channel state|§', Starvation Solution

computed as the average of the duration of all channel states

weighted by their respective probabilities. Recall tiigtand ~ We now address how to improve fairness in the basic
T, are the duration ofransmission staté and 4, respectively. topology. As our above analysis shows, collisions between
To compute the duration of the collision state, we assurh®de A and GW cause the system to spend much more

that, on average, the colliding packet starts in the middle M€ in one stable state than in the other. Sin¢éeand
the packet that is transmitted first. GW cannot sense each other transmission, if they both have

packets to transmit at a given time, with high probabilitgith
transmissions (either the packet or the RTS, if RTS/CTS is
enabled) would overlap in time and a collision would occur.
We now show the results for flow contention in the bafo reduce the probability of collisions betwedrandGW, we
sic topology as predicted by the analytical model. We theran reduce the backlog of these two end nodes. Considering
compare the model with NS-2 simulations. We also shothat GWW'’s load consists of TCP ACKs, this can be done by
the difference that arises when considering an actual T@&ucing the rate of packets delivered fratnto GW, e.g.,
implementation in the TFA network. by increasing the minimum contention window of nodke
The parameters used in both the model and the simukiso, with increased minimum contention window, nodéke
tions are default parameters of IEEE 802.11b. Because ttntends less aggressively with the two end nodes, therefor
six-dimensional Markov chain leads to a large state spattee queuing of the system is shifted Bband thus the backlog
as shown by Eq.(2), we numerically solve the model farf the two end nodes is reduced.
W, = W, = 3, i.e., both flows are modeled as having a Hence, we vary the minimum contention wind@Wi/,,;,,
fixed congestion window of 3 packets. Analogously, we finf the middle node and evaluate its impact on throughput,
the TCP congestion window in the NS-2 simulator to 3. Everia both model and simulations. We observe in Fig.10(a) that
though the simulation keeps the behavior of TCP mechanisthe model not only accurately predicts the throughput, but i
such as timeouts and cumulative acks, Fig.9 reports that t@nfirms our above analysis regarding noB& minimum

E. Model Evaluation
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supported in the current deployment of TFA, we deploy a
few auxiliary nodes to experimentally validate the Counter
Starvation Policy in the field. We refer to the platform as
MirrorMesh, as we perform all experiments in the same area
contention window. In particular, the figure shows that inas TFA in order to inherit the TFA'S propagation environment
creasing the contention window of node has the desired MirrorMesh nodes are desktop PCs with a Linux Operating
effect of removing starvation and indeed providing faisiesSystem (kernel 2.6) and Atheros wireless card (Madwifi v.
among the two flows. When the contention window is ver§.9.2 driver) that allow&'W,,;, to be changed. Each desktop
high, e.g., 512, fairness is achieved at the un-necessaty doC connects to an external omni-directional antenna. Atgho

of throughput reduction. However, when nofs minimum different from the TFA nodes with respect to the wirelessicar
contention window is modestly increased to 64 or 128, faisneand Linux kernel, they retain the behavior of network protsc
and high throughput are simultaneously achieved. Regasdlegsuch as TCP. All parameters for MAC and physical layer are
note that the sum of the throughput of the two flows igccording to the IEEE 802.11b standard except the minimum
reduced when starvation is removed. This is necessarily thackoff window, which is 16 by default in the Atheros chip
case because the two-hop flow consumes twice the resourggis MirrorMesh contains no user-generated backgroundsflow
of a one-hop flow in order to deliver the same amount @uch that all traffic is generated by our tests.

throughput. Consequently, we propose the following pol@y

counter starvation. B. Validation For Basic Topology

Counter-Starvation Policy: All nodes that are directly Here, we experimentally validate our Counter-Starvation

connec’Fed t‘? the gateway should increase their m'n'mui%licy on MirrorMesh. In this set of experiments, we measure
contention window to a value greater than that of all othe

. . . ;5 r-flow throughput and network utilization for the basic
nodes.In practice, the standard-defined binary exponentlgfpology both for the defaulCW.... and for increased

backoff mechanism yields a minimum congestion W'ndo‘ef‘Wmm as recommended by the Counter-Starvation Policy.

increase of a factor of Ef‘t least wo. Each experiment lasts 120 s and the packet size is set to 1500
Analysis of the model’s state probabilities further reedhke bgtes unless stated otherwise

effect of the policy on the system queues. Fig. 10(b) show We consider the scenario depicted in Fig. 1, in which nodes

that when the minimum contention window of the first-hoE>4 and B both transmit packets to the gateway nod&y’. As
node i Increases, t_he probability that bO(_D'l and @, are TFA, we first verify that all links are operational and that
empty dramatically increases. Recall tli{ is the queue at A andGW are out of range

second-hop no_dﬂ anda, is the aggregate queue at gateway prg/cTs on. In this experiment, we enable RTS/CTS and
node . Having both of these queues empty indicates thak CWpin, Of all nodes to the default value of 16. Fig.11

most pgcl;e?si |r} thehsysrt]em a:edqueugaBaSb!FceB alwaésb (left) depicts severe throughput imbalance and confirms tha
contends fairly for the channel due to its ability to Sens&noy, system behavior for this scenario is consistent between

A. or GW (see Section 3.2), this is th_e_ ideal queuing poify;or\esh and TFA. We increas@W,,;, of nodeB to 128
within the system. Consequently, collisions betweérand o repeat the experiment. The result is also shown in Fig.

GW are almost zero. Indeed, the model indicates that Wi& left). which indicates sianificantly improved thro r
large CW,,;., for the first-hop nodeA and GW will rarely ﬂO\EV A) V_V> IB I_)IGW Ilr? tlhlis cagel Ap ar\1/d B shl;?izm?he

collide and rarely increase their backoff window. : : :
ateway bandwidth almost equally. Fig. 11(right) shows the
Thus, the model indicates that the Counter—Starvatiorl:i;?olig y quaty. mg (right)

Its | inimal . h q h @%?/regate utilization in which we observe that the incrdase
results in minimal queuing at the gateway and two-hop no min Of B only leads to slightly dropped utilization. Note

for flows employing a sliding window protocol. Without thesgy ¢\ hen e compute the network utilization, we take into

queues, the“MAC protocql's b_l-stablfz.behawor IS br.oken, angdecount the fact that some packets need to traverse multiple
in turn, the “penalty to exit fail state” is very rarely inced. hops before reaching the gateway. For the scenario depicted
Fig. 1, we countd’s throughput twice, because its transmitted
V. EVALUATION OF THE COUNTER- packets need to traverse two links which can not be active
STARVATION PoLicy simultaneously.

In this section, we evaluate our contention window policy’s RTS/CTS off. Fig. 12 reports results for the case that
ability to counter starvation. As described in Section INgt RTS/CTS is disabled. We considéiit,,,;,, = 16 for all nodes
policy sets the minimum contention window of the gatewayas well asCW,,,;,, = 128 for nodeB. The results indicate that
immediate neighbors to a value significantly larger than dte Counter-Starvation Policy is equally effective anaaf

Fig. 10. System behavior vs. the minimum contention windéwade B:
(a) analytical model predictions compared to simulatidr);queues behavior.
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D. Other Scenarios

equal throughput distribution among the two contending TCP More results for differentCW,,,;,, longer chain, different
flows, even without RTS/CTS. The reason is that, as discusg@gket size, and download traffic are presented in [20]. &hes
in Section IV, our solution results in having all queued petsk results confirm that the starvation phenomenon exists in a
at B. Consequently, the hidden nodes$,and G, are not much broader scope beyond the basic scenario. In fact, any
backlogged such that the probability that bothand GW  one-hop mesh node(s) can starve any node(s) that are two or
have packets to send simultaneously and collide is neggigibmore hops away from the gateway, if no counter-starvation

irrespective of the RTS/CTS mechanism. mechanism is present. Furthermore, multiple backlogged on
hop flows can starve two- or more-hop flows, as long as these
™ - one-hop flows jointly saturate the channel.
. o0 These results also verify that our solution is effective in
. oo B scenarios beyond the two-hop topology. This is because in

NB->GW

these scenarios, nodes farther away from the gateway have
less forwarding responsibility and are less loaded. In resht

Throughput (kbps)
Utilization (kbps)

o m: nodes that are one and two hops away from the gateway are the
. , bottleneck, because all flows finally converge to the gateway
’ © 128 e WM Thus, the starvation problem in more general scenarioshteas t

Minimum CW Mirror Node B

same nature as in the basic two-hop scenario, and our solutio

Fig. 12.  Starvation with defaulCW,,;, and Counter-Starvation Policy IS Just as effective in ellmlnatlng starvation.
result in the basic scenario of MirrorMesh. Aggregate zatiion is shown in

the rightmost graph. RTS/CTS mechanism is disabled. VI. RELATED WORK

Single-hop flows.We refer to a flow as a single-hop flow
if the source of the flow can reach its destination within one
hop. Single-hop flows can exist in both single-hop topolsgie
in which all nodes sense each other’s transmission and-multi

In Section Ill, we showed that starvation occurs for flowkop topologies in which they do not. Single-hop flow studies
not only on one branch in a mesh network, but also on tvahowed both analytically as well as by simulation that in a
branches. In this experiment, we evaluate our solution én tfully backlogged scenario without flow control mechanisms
scenario shown in Fig. 13 in which three flows are active de.g., UDP traffic), network resources can be shared ungvenl
two branches. Fig. 14 reports that flodvis starved, whereas between contending flows. It was shown that MAC mech-
flow B and C almost equally split the bandwidth. We theranisms ranging from binary exponential backoff to the use
invoke the Counter-Starvation Policy by increasi@@V,,;, of carrier sense itself can cause unfairness [2], [3], [8], [
for both B and C, both of the gateway’s one-hop neighbordMoreover, MAC-level solutions to unfairness among single-
As shown in Fig. 14, with our solution, the throughput of th&éop flows have been previously proposed including suggested
second hop flow is dramatically improved. This is becauseodifications to exponential backoff [3], [23] and the hand-
with increasedCW,,.;,, most of the packets of flowd — shake mechanism [3]. Likewise, in the context of 802.11e
B — GW are queued at nodB, and therefore contend with (which addresses QoS and service differentiation), sorae pr

C. Validation For Two Branches

nodeC more fairly. posals allow different system parameters (Contention \&¢nd
SIFS andDIFS, etc.) for different traffic classes [17], [18],
® P Hows @ ep How C@ [21], thereby achieving performance differentiation.
TCP Flow A In contrast, we considemulti-hop flows, which yield a
significant difference from single-hop flows. For exampkes t

;gd éaéreTt\VX,% %rﬁgﬁhoéoﬁgwgy' TCP flow A'is a two-hop flow. TCRWIB memory introduced due to receipt and subsequent forwarding

of the same packet adds multiple dimensions to the modeling
problem as we describe in Section IV.



Multi-hop flows. Poor performance of multihop TCP flows [7] M. Garetto, T. Salonidis, and E. Knightly. Modeling piémw throughput

has been previously established [9], [22]. Furthermoresey and capturing starvation in CSMA multi-hop wireless netkgorin Proc.
fai h b b d wh ltiole TCP fl IEEE INFOCOM Barcelona, Spain, April 2006.
untairness has been observed when multiple ows co M. Garetto, J. Shi, and E. Knightly. Modeling Media Aceein
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