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Abstract—Inter-server coordinated scheduling is a mechanism for dan-  proach represents a fundamental departure from previgbs te
stream nodes to increase or decrease a packet's priority acaing to the niques in two ways. First, our schedulability conditioroals

congestion incurred at upstream nodes. In this paper, we dére an end- . 3 . . . _
to-end schedulability condition for a broad class of coordiated schedulers packets toviolate local per node constraints, while still ensur

that includes CJVC and CEDF. In contrast to previous approadies, our ing delay bounds are satisfied end-to-end, i.e., by the fiopl h
technique purposely allows flows to violate their local prisity indexes while  Allowing such local violations is crucial to exploiting tHey

still providing an end-to-end delay bound. We show that undea simple i ; m{
priority assignment scheme, coordinated schedulers can tuerform WFQ multi-node property of coordinated schedulers. Cons en

schedulers, while replacing per-flow scheduling operatiom with a simple  t€Chniques that require all packets to satisfy their locai-c
coordination rule. Finally, we illustrate the performance advantages of co-  straints at each node to ensure end-to-end schedulalaltityat

ordination through numerical examples and simulation expeiments. be applied. Second, previous techniques re|y on eitheﬂqwr-
traffic re-shaping [15], [26] or per-flow scheduling [3], [$21],
I. INTRODUCTION [22] (such as in WFQ) to derive multi-node schedulabilitpeo

In the past decade, there has been significant progress inqﬁ'@ns' In contrast, we consider a scenario of work-coriagr

design of packet scheduling algorithms, including serdise servers with no per-flow operations.

ciplines which achieve performance isolation [20], [26}iat Thedctontrit()jutior:l c:jf tlhiz_lpflper i(sj_?s fOfHOWSB Firzt, :/vde;zlel
ity of service differentiation [10], [13], [19], and scalatcore- g_n e? d O-End SIC eﬂl: ? I Iy((:jon (|:|0nd(_)rat ;OEDE aé
stateless implementation [4], [23], [28]. inated schedulers that includes L.oordinate ( ) an

Simultaneously, new theoretical tools have been devisedtqhtg\{c'ﬁ.oqr tkey tec?ngu de IS to mtroii_uizte aﬁ_wrtual partlt:drtlho
analyze the performance properties of such multi-clasedsch € traftic Intoessentiaand hon-essentia traflic, where only the

ulers. For example, exact delay bounds for Earliest Deadli&);mer _traffic can impede_a packet in meeting its de_lay bom_md.
First (EDF) and Strict Priority (SP) schedulers are deriired ith this concept, we derive a bound on the essential traffic a

[18]. Moreover, multi-node delay bounds have been develop ownstream nodes and show that distortion of the esseratfal t
E is confined to within a narrow range. In other words, we

for networks of elements characterized by service curves u thatcoordinationlimits d ¢ distorti |
ing “network calculus” [5], an approach which encompass ow thatcoordinationiimits downstream distortion analogous
0 the way per-flow traffic reshaping eliminates distortion.

and generalizes previous results for networks of Weightad F S d tudv th bl ¢ ‘aning local priofity i
Queueing (WFQ) servers [21] and rate-controlled servesy [1 econd, we study the probiem ot assigning local priority in-
dexes. We show that with a particular assignment scheme, co-

[26]. In general, such techniques provisighedulability condi- dinated schedul hi t onlv th ol
tions i.e., constraints that, if satisfied, ensure that all ptcké grlmabe Sg € \lfvirs Cl?rl alc |evt§ r;\c: on yd te sa(rjn(;a Tn bo_ed
all flows will meet their respective delay bounds withoutlaio €lay bound as WV Q. butalso a tighter end- o-end aetay boun
tion or loss. than WFQ, yet without per-flow packet forwarding in the net-
work core. In other words, we establish that any set of flows

Recently, a class of schedulers that utiko®rdinationof pri- .
orities among nodes [2], [16], [29] has been studied. A Sehetgat can be scheduled.m WFQ networks can also be scheduled
in coordinated scheduling networks.

uler that employs coordination can give a packet highernwseto

priority at downstream nodes depending on whether the packeF'n".i"y’ we |IIustrat_e and_quan'ufy the pracu_cal advaezgf
. ..~ . “coordinated scheduling with a set of numerical examples and
was serviced late or early at upstream nodes. This intijtive

appealing concept has been applied in a number of service di%lmulation experiments. We first devise a simple exampla wit
plines proposed in the literature including FIFO+ [7] aneiil ree flows to illustrate that coordinated schedulers chiese

EDF [6]. Moreover, such schedulers have potential applic%—lowerdelay bound than WFQ schedulers. We then use simula-

tions to multi-service networks since they can provide ioved tions of exponential and Pareto on-off traffic flows and a @ieno

. : network to illustrate statistical differences betweenrdamated
or guaranteed end-to-end performance using simple, wark co

: . . : Scheduling, EDF, and WFQ.
serving, scheduling algorithms that do not require per-fipa . ) . .
erations. Indeed, it was shown in [16] that core statelesdcse tio-rl;hze ;\?g]a;’lg\?izgcgcz:st foaupr?dr :’ngrgacgggeajgﬁ!%ﬁ olfrnir?tzc_
disciplines such as Core-stateless Jitter Virtual ClockMC) ’ P 9 P

o6 can a0 expressec b  smple cordinaton meonan ST SOOIt 1 Secon 5 we devein 2 e 1o o
The goal of this paper is to provide a schedulability cooditi y

. . at downstream nodes. In Section 4, we use this traffic bound to
and analytical framework for coordinated schedulers. Qur a_ . o X
provide a global schedulability criterion for networksngsico-
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7 we conclude.

Il. BACKGROUND ONINTER-SERVER COORDINATION

Wheredﬁj is the priority index assigned to thigé" packet of

flow i at its j** hop;t¥ is the time when thé&** packet of flow
i arrives at its first hopr* and éf’j are the increment of the

In this section, we provide a formal definition of coordiati priority index of thekth packet of flow: at the corresponding

among servers. We then illustrate the generality of the defilops;s¥
tion by describing how service disciplines from the literat of the fIOWz arrives at its first hop anaf € [0i;

-, N;) is determined when thi#" packet
— Mij>0i5 +

;G =23,

namely CEDF and CJVC, can be characterized as examples, of] Vk > 1 whered; ;,n;; > 0.1
coordinated schedulers.

Term Definition
M number of servers
Cm capacity of servern
Z(m) set of all flows at servem
w(i,3) | 7" hop of flows
im the hop of flows such thatr(z, im) = m
N; path length of flownd
th arrival time of thek*" packet of flow;
at its first hop
oF increment of priority index of thét®
packet of flow; at its j** hop
b, mean value of? ;
i variance off} ;
Tk increment of pnonty index of th&*”
packet of flows at its first hop
dk priority index of thekt? packet of
flow i at its j** hop
Ff ; departure time of thét” packet of
flow ¢ from its 5%* hop
1k size ofkt" flow-i packet
ime= maximum flows packet size
e maximum size of all packets except
flow-i packets
fi,5 (%) total flow- traffic at its;j* hop during0, t)
bi(I) flow ¢ traffic envelope at its first hop
(Bi, ps) (burst, rate) leaky bucket parametershefI)
I (t,s) | flow-i traffic with priority index no larger
thans arriving at servetr(i, 5) during [0, ¢)
;1) flow-i essential traffic envelope at " hop
o; burstiness of*; 1 (T)
¥ average rate df'; 1 (1)
Tm(t,s) | void time of servemn before timet
related to times
W, (z) | total traffic with priority index no larger
thans queued at serven at timez
D; ; bound for priority index violation by
flow 7 at serverj
D; upper bound on the end-to-end delay
suffered by flows packets
Tirim (6iim — Din(iim—1)] = 2D presy ik
Om(I) | {i|Tii, > 1}
Sa: {l ‘ Ti,im > Tm,mm }, Qa: - {Z | Ti,im < Tz,zm}
Qz: {1 ‘ Ti,im < Tm,mm}
TABLE |
NOTATION

A. Definition and Properties

Definition 1(Coordinated Multihop Scheduling) Consider
server which services packets in increasing order of their
ority indexes. A scheduler possesses the CMS property if

k
d; j

_ {tk+7' j=1
df ;) +0F j>1

’L]J

The key property of the CMS discipline is that the priority
index of each packet at a downstream server depends on-its pri
ority index at upstream servers, which in turn depends on its
entrance time into the network. Therefore, if a packet vesda
its priority index at an upstream server, downstream semwér
increase the packet’s priority, thereby increasing theliiood
that the packet will meet its end-to-end delay bound. Siryila
if a packet arrives “early” due to a lack of congestion upstne
downstream servers will reduce the priority of the packet, e
abling other packets to be serviced ahead of it. Thus, even
though the distributed servers operate independentlprtbaty
index of each packet is communicated downstream via imserti
of a label into the packet header (e.g., as described in g28])
that the servers (virtually) coordinate to provide an emad
service.

B. CJVC and CEDF

An example of a service discipline in the CMS class is Core-
stateless Jitter Virtual Clock. CIVC was proposed in [244as
mechanism for achieving guaranteed service without per-flo
state in the network core. CJVC uses “dynamic packet state” t
store information in each packet header containing thebddig
time of the packet at the ingress router and a slack variable t
allows core routers to determine the local priority indexiod

packet. For a work-conserving variant of CJVC, the priority
index of packet of flow 7 at nodej is given by:
g - max{t¥ dfll}—}—f, j=1 @
df;_y + L+ gf, j>1

where flows k** packet size and reserved bandwidth are given

by I¥ andr; respectively, ang’ is the slack variable assigned

to thek'” packet of flowi before it enters the network. Further-
k

more, it can be verified tha(lL +&F € [6i; — mi g, 05 + mi g,

l az_,’_lmin lmaa: lmin

whered; ; = 5 andn; ; = 3 . Thus, work-
conserving CJVC is a coordinated network service disagaln
which the increment of the priority index is a function of the
reserved bandwidth of the corresponding flow.

In [1], [2], [6], coordination within the context of EDF was
studied. We refer to such schedulers as Coordinated Barlies
Deadline First (CEDF) if the priority indexes are assignsd a

df’j:t?—FGi,l +Gia+ -+ G, )

%Iearly expressible in the form of Equation (1), whéfg; is a

Pconstant that refers to the per-node delay-bound increfoent

the j** hop of flowi. Note that in this casé; = d; ; = G ;
andni,j =0.

1 Notation is summarized in Table .



Our theoretical results address all schedulers satisfthneg b;(I) the source traffic envelope of flowf V¢, I > 0,
CMS definition, and throughout this paper, we use CEDF and
CJVC as example service disciplines. Discussion of other fia(t+1) — fin(t) < bi(1). (5)

schedulers can be found in [16], [28].
We also assume that the network is stable if far =

C. Example L,2,---, M,
Consider the example of Figure 1 in which three packets of _ Ziez(m) b;(I)
flow ¢ arrive to the network at = 0, 1, 2 respectively, and tra- hmI—mf < Cm, (6)

verse two hops with} = 6f, = 5. In the example, all packets

have identical size, the link speed is 1 packet per time anif, where is the number of servers in the netwofm) is the
cross traffic exists at both hops. At the first hop, these threet of all flows served by servet, andC,, is the capacity of
packets are assigned priority indexes (deadlines) of Sné,7a serverm. According to [21], [25], acyclic networks or cyclic
respectively, by both CMS and EDF. Suppose further thaethesetworks with ring topology are stable if Inequality (6) &tis-
three packets depart from the first hop at times 3, 4, and 10 fied. Discussion of stability of networks with general topgy
spectively, so that the third packet misses its local deadly can be found in [17].

3 time units due to cross traffic with higher priority. Accerd -

ing to the arrival times at the second hop, these three paaket B. Virtual Partition

assigned priority indexes of 8, 9, and 15 by EDF, whereas#he i Here, we defin@ssential traffi@s a fundamental notion for
dexes are 10, 11, and 12 for CMS. In the example, with furthghalysis of coordinated schedulers that enables us toatetyr
cross traffic at the second hop, the third (excessively @elpy hound the queueing delay experienced by the tréffio. par-
packet has higher priority in the CMS network than the EDficylar, for a given priority index, all arriving traffic of server
network, and therefore is able to meet both its local delaybo , arriving in [0,%) can be virtually decomposed according to
and global delay bound. In contrast, in the EDF network, thghether or not ts priority index is larger thanAs only the por-
third packet meets its local delay bound at the second hdp, BYn of traffic with priority index smaller than or equal tarte s

is not able to “catch up” and meet its end-to-end delay boundaffects the time when traffic with priority indexis served, we

Thus, the example illustrates how distributed serverseian ( refer to this traffic as essential traffic, which we formalbfide
tually) coordinate priority indexes to improve the likediid of g5 follows.

satisfying an end-to-end delay constraint. Definition 2(Essential Traffic) The essential arrival traffic
+;(t,s) of flow i at timet relative tos (s > t) at serverr (i, 5)
lIl. TRAFFIC CHARACTERIZATION IN DOWNSTREAM is defined as the total flovtraffic with priority index no larger
NODES thans arriving at serverr (i, j) in [0,1), i.e.,
In multi-node networks without traffic re-shaping, traffic
characteristics are distorted at downstream nodes as cetha fiit,s) = Z . (7)
their properties at the network entrance. In this sectianga- th <tk <o

rive a burstiness bound for arriving traffic at downstrearde®  To illustrate, for the traffic with the arrival pattern deibed
which we use as a basis for deriving a global schedulability cin Figure 1(a), example values of its essential traffic aveni

terion in the next section. by: f1(3,s) = 0if s € [3,5); f71(3,5) =1} if s € [5,6);
L 138) =L+ 1Zif s €[6,7); f51(3,8) =17 + 17 + 1 if
A. Preliminaries s € [7,00).

Let f; ;(t) denote the total arrival traffic of flow-at its j* In addition to essential traffic, an important charactirist
hop (denoted as Serve(i’j)) during time interva[o’ t) More serverm is the void time before a given tII’T’teand relative te
precisely, we have (s > t), denoted byr,, (¢, s) and defined as

fii) = Z k. ) Tm(t,s) = max{z | z <t and W, (z) = 0}, (8)
<t

whereW;, (x) is the total amount of traffic, that has priority in-
dex smaller than or equal 9 queueing at serven at timezx. In
wheret ; is the time when thé" flow-i packet with sizd? other words, void time refers to the largest time less thsuch
arrives at server (i, j).2 Ignoring propagation delay, the de-that there is no traffic backlogged with priority index sreall
parture traffic of flowi from serverr (i, j) is the arrival traffic than or equal ta. Notice that for an initially idle network, the
of flow i to serverr(i,j + 1). To simplify notation, we use void time is guaranteed to exist.
fij+1(t) to denote the departure traffic of floinfrom server
(i, j) as well as the arrival traffic of flowto serverr (i, j+1). C. Burstiness Bound at the Ingress Server

As in [8], we call a non-negative and non-decreasing fumctio 1, compute the bounds of queueing delays suffered by

2 For convenience, we “SEt;c].qlf o de”0t92k=t§j<tlf- Further.  the traffic with priority indexs arriving at timet at server
more, we consider the arrival and departure times of a pdokie¢ the arrival 3 A similar traffic function was used in the proof of theorem g14] albeit

and departure times of its last bit. without a formal definition.
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Fig. 1. lllustration of Coordination

m, we only need to consider the essential traffic arriving in < Z ¥ — Z 1¥
[Tm(t,8),t). This is because,,(t, s) is the last time before &k <s &5 | <7 (t,5)
that there was no traffic with priority index smaller than quel ' ’ X
to s queued at serven. The envelope of the essential traffic of = Z l;
a flow in such an interval is defined as follows. m (t,5)<d¥ | <s
Definition 3(Essential Traffic Envelope) A non-negative, non- < k
. : . . : < max Z l;
decreasing functiof’; ;(I) is called the essential traffic enve- @0
lope of flow traffic at its;j** hop if Vs > ¢ > 0, < St (emTm (19))

= Tii(s —Tm(t, 9)). (14)
F(t,s) — fri(Tm(t,8),8) <Tii(s —mm(t,s)), 9
£t 8) = £, {rm{t:2), ) it ¢, 9) © Therefore, by Definition 3I'; 1 (I) is an essential traffic enve-
wheren (i, j) = m andT,,(t, s) is defined in Equation (8. lope of flow: at its first hop.O
Since the essential traffic at a downstream server depends oBased on Lemma 1, we ha¥g ; (0) = limy_,o+ T'; 1 (I) >
the corresponding essential traffic at the ingress seneer fhe 1{***, which we use to derive the schedulability criterion in the
network entrance), we first provide an upper bound for the g¥Xxt section.
sential traffic envelope at the ingress server.
Lemma 1: An essential traffic envelope of flowat its first D- Downstream Servers

hop is given by: At the output of a multiplexer, a traffic flow’s charactergsti
(such as its traffic envelope) are distorted. Without adddil
Li1(I) = 1{138( lf. (10) mechanisms such as per-flow re-shaping, this distortiorbean
T t<dt <t+1 come more severe at each downstream node. We now show that
Proof: According to Definition 2, we have thls > ¢ > 0, under coordinated network schedulers, the distortion efeb:
sential traffic is limited due to coordination itself. That ia
fia(t,s) = Z ¥ < Z I*. (11) flow's distortion is limited by downstream mechanisms tahat
th <t,d* <s dk <s up late packets and delay early packets. Recall that we only
consider stable networks, so that the queueing delay isdemlin
Moreover, since, (¢, s) < s, we have Lemma 2:If each flows packet has not missed its priority
indexes at server(i,j — 1) (j > 2) by more thanD; .(; ;_1),
fir(tm(t,8),5) = > I then an essential traffic envelopg; (1) of flow i at its j*» hop
tF  <Tm (t,8),dF  <s (serverm) is given by
> > IF. (12 Ti;(I) =T (I - T;)), (15)

ti.“’1<'rm (t,s),df’lfrm (t,s)

WhereTi,j = [(Si,j — Di,w(i,j—l)] -2 E{zzz 7i,h-

Sincet}, < df,, we have Remark: The k! packet of flows missing its priority index at
serverr (i, j—1) by more tharD; ; ;_1) indicates thafi’fj_l—
Z i = Z Ii.  (13) d¥;_y < Djn(ij—1), WherefF,_, is the departure time of the
th <t (t,5),dE | ST (1,9) d <7 (t5) packet from server (i, j — 1), anddy;_, is the priority index
of the packet at server(i, j — 1).
Thatisf71 (Tm(t,s),8) > Ygk <, (1,s) i - Therefore, Proof: In order to simplify notation, let (i, j) = m, i.e., thej*"
’ hop of flow: is servem. For alls > ¢ > 0, consider the time in-
fir(t,8) = fi1(tm(t, 5), ) terval[7. (t, s), ¢) and the quantity;; (¢, s) — f;(m (t, ), ).

4 To simplify notation, we assume thB ;(I) =0, if I < 0; andT’; ;(0) = Sincerm(t,5) < t, f‘:] (t,s) 2 f:] (Tm(t, 5), ), there are two
lim; o+ Ty ;(I). cases:



Case 1: ff;(t,s) > fi;(Tm(t,5),3)
According to Definition 2, we have

fits) = > < YR (16)
th <t,df <s dijS
%] 2, s
Sinced; = d¥, + ¥4 _, 6%, we have
fiit,s) < Z If
d§,1+22=2 5f,h§s
-y
at o= 300 o 0t
< > ¥ (17)

dfSs=) 2 L l8in—min]

On the other hand, we have

fZ'(Tm(tas)as) 2

SR

df ;1 <7m(t,8) =D n(i,j—1)

reasoned as follows.

)

Therefore
Lij(I)=Tin(I-Tiy). O

This lemma characterizes a key property of coordinated
schedulers, namely that a flow’s traffic characteristicsnaire
imally distorted at downstream servers. SpecificallyTiif; is
a constant foj = 2,3,---, N;, we can use the same essential
traffic envelopd’; 1 (I) to evaluate the local queueing delay suf-
fered by flow: at each server along its path.

IV. END-TO-END SCHEDULABILITY CRITERION

In this section, we derive a general end-to-end scheditiabil
criterion for coordinated schedulers. In our approach, lesva
packets to violate their local priority indexes and explbé co-
ordination property to obtain an end-to-end delay boundreMo
over, since priority indexes are not required to be equntaie
delay bounds, the approach provides flexibility in assigmroé
local priority indexes which we further exploit in the nexcs
tion.

A. A Recursive Condition for Violating Packets
For an isolated EDF scheduler, the schedulability conaljtio

1. Sincef;;(t,s) > f7;(tm(t, s),s), atleast one packet of flow Which ensures that no packet violates its priority index, teen

i with priority index smaller than or equal toarrives at server Studied previously [12], [14], [18]. However, when the sdhe

m in [t (t,s),t). Thus, all flows packets arriving at serven
beforer,,(t, s) have priority indexes less than

2. All flow-i packets with priority indexes (at servefi, j — 1))
smaller than or equal t@,,(¢, s)
servern(i,j — 1) and arrived at serven in [0, 7., (¢, s)]; oth-

lability condition is not satisfied, it is important to boutiae
amount of time by which packets can miss their deadlines (pri
ority indexes), especially for coordinated schedulers #law

— D; (i,j—1) have departed packets to violate their local deadlines. Based on the ptppe

of coordinated schedulers exploited in Lemma 2, we provide a

erwise the definition oD; .(; ;_1) is violated. Thus, all flow- ~condition for bounding this time as follows.

packets with priority indexes (at servefi, j — 1)) smaller than

Theorem 1:If Vi € Z(m), each arriving packet of flow

or equal tor,,, (t, ) — D; ;. ;1) have priority indexes (at serverat serverm has not missed its priori;ty indexes at the previous
(i, j)) smaller than or equal te and have arrived at serverserver by more thaw; -(; ;,, —1) andd;; _; + Dj x(ii,.—1) <

w(i, j) before timer,, (¢, s).
Similar to Equation (17), we have

f: '(Tm(ta 5)7 3)

> > i3

d?,lS"—m(t,s)_EZL—:;[‘si,h+7h',h]_Di,1r(i,j—1)
Therefore,
fii(t8) = fij(tm(t, 5),8) < Z If, (18)
k eA
whereA = (Tm(ta 8) — 3075 [0un + Min] — Din(ij—1), 8 —

S o [Gin — m,h]] . Moreover, according to Lemma 1,
fii(t,s) = fij(tm(t, 5), )

J
< Tin(s = Tm(t,8) = [8i5 — Dim(ijen)] +2)_ 1in)
h=2
= Tia(s —1m(t,s) — Tij).

Case 2: f:j(tas) = f:j(Tm(ta 5),5)
In this case, Equation (19) still holds becaus&gf(I) > 0.

(19)

df,; fork > 1,° then for a given flow* € Z(m), its packets
will miss their priority index at servem by at mostD;« ,, if
VI > T i

E Fi’l(I — Ti,im) + max
. 1€0,, (I)
i€Z(m)

S Cm(I + Di*,m)a

maz
l;

(20)

where llmaz = maXg lf, Ti,im = [6i,im
22;_:":2 Ni,h and@m(I) = {’L | Ti,im > I}
Remark: (1) The left hand side of Inequality (20) is an upper
bound on the total amount of traffic needed to be served dur-
ing any time interval with lengtd + D;~ ., if a flow-i packet
does not violate its priority index by more thah- ., at the end

of that time interval. The right hand side of Inequality (26)

the capacity of the server in that time interval. Inequal2g)

with VI > T;- ;. implies that any flowipacket does not violate

its priority index by more thaD;- .. (2) While the schedula-
bility criterion is presented within a theoretical frameawas
described in Theorem 1, the tests can indeed be implemented
in computationally efficient ways. For end-to-end bandtvidt

or delay bound requirements, the simple priority assignmen

= Din(iyim—1)] —

5 From now on,we uskx, to denote theét hop of flowi such thatr (3, im ) =
m.



scheme provided in Section V will guarantee the required sérvI > T;« ;.
vice for each flow provided that at each server, the totarveske

bandwidth is not more than its capacity. Thus, after therjtyio Z Tii(I —T,)+ max [;**°

index assignments are determined, admission control hased i€Z(m) e

the scheme provided in Section V is quite simple: each server < Cn(I+Djppp). O

only needs to check that the total reserved bandwidth is oém ) _

than its capacity. Notice that if7f = 7;, 67 ; = 6 ;, andD; (; ;) = 0, Equa-

Proof: Without loss of generality, assume that #f& packet tion (20) is the schedulability condition provided in [18]hus,

t (i.e.,t =t~ .. ) and refer to this packet as the target packeff?r an isolated EDF scheduler.

Sincet is also the departure time of thé" packet of flowi* B. End-to-End Delay Bounds

Pk gk k e i e . . L . . .
from serverm(i*, iz, — 1) anddp. ;. 1 + Dis n(iv iz, —1) < Since the schedulability criterion given in Equation (2@} d
dk we havet < dF

i* ik, i iz, —1 T Dien(in iz, 1) < df*,i:n- Let couples the priority index from the delay bound, the follogi
T = Tm(t,df. ;» ). According to Lemma 2¥i € Z(m), the to- corollary can be used to compute the end-to-end delay bound.
tal traffic coming from flowi with priority index smaller than or  Corollary 1: Given the priority index increment assignments
equal tody. ;. during[r,d%. ;. ) is bounded by F andé¥, (j = 1,2,---,N; andk > 1) for each flowi, if

the conditions of Theorem 1 are satisfied for each flow at each
Tin(die ;o —7—Tis)- server, then the end-to-end flavpacket delay is bounded by

If at time 7 serverm is idle, then after timer the total traf- N;

fic that must be served before the departure of the targegpack max7F + Z[&i,h +0i,n] + D n(i,Ny) - (24)
is bounded by} ;. 7, Ti1(df. ;» — 7 — Tis,). Otherwise, k2t h=2

at timer, serverm is serving a flow; packet with priority in- ~ Proof: Let F}; be the departure time of thi¢” packet of
dex larger tharai{&’i* . Thus we can bound the total traffic thaflow i from its j¢* hop. According to Theorem 1, we have
must be served after timeand before the departure of the target

k k
packet by Fone < din, + Dixin- (25)
Z Fi,l(df*,i:n T )+ l;’“”. Furthermore, from Definition 1, we have
i€T(m)Nitj Ni
df,N,- = df,l + Z 55,11- (26)
Furthermore, i}, ;. —7—Tj ;. > 0, then by Definition 3 and h—o
k maz
Lemma 1, we haVEj’l(di*,i% =7 = Tjjn) 2 177 On the Therefore, the end-to-end delay of flaypackets is bounded by
otherhand, itft. ;. —7—T};,. <0, wehavel};, > dk . —1
e il T > gk o max{FFy —tF}
andj € {i|Ti;, >d;. ;. —7}. Therefore, pe1 UGN T L
max Jmae > maz (21) Al
i Ty >dY, =7 J < I,?gi’({dfg - t§,1 + };2 62,1 + Din(i,Ni
Thus, the total traffic that must be served after tirrend before N;
i k k
the departure of the target packet is bounded by < Iilza,i({di,l —ti 1} + ;2[51',11 + 0i,1] + Di x(i,Ny)
> Tiadh i —7—Tis,) N; -
i€L(m) = rna,XTiIc + [0i,n + M h]+Di7r(iN-)- O
+ max [mez (22) k21 f;

i Ty, >dl, . —T
i*ik

o Observe that the maximum queueing delay of Equation (24)
Hence, the target packet misses its priority index at servby  has three components. The first term has two interpretations

at mostD;- , if all such traffic expressed in Equation (22) camvhich we illustrate by examples. If the network performs GED

be serviced during time intervt, dfl + D+ ), i€, if as in Equation (3), then® is a constant and represents the local
delay bound at the ingress node. Alternatively, if the nekwo
> Tia(dh ;o —7—Tis )+ performs CJVC, then
i€Z(m) Ik
max Im%® < Cp(dh, o =7 + Dis ). max 7} = max{df,l — i} = max{* +[d{ 7" — t}]"}
i T i, >d’.“* o —T vm ’ k k k Ts ’
st lk
(23) < max -+ +max[df; b — t]T,
kT k ’
Furthermore, if we replacdy. .., — 7 by I and notice that

. ! ) ™ i.e., it is the maximum packet size divided by the guaranteed
Do 1 (die jo =7 =T iz ) > ;- (the size of the target packet) in-rate plus the maximum amount of time a flayacket can ar-
dicating thablii,i:n —71 > T« 4=, then Equation (23) is satisfiedrive before its previous packet’s priority index. The sedterm



is the sum of the upper bounds of the local priority indexesr
the second to final hop. The third term represents the delay by

which packets are allowed to violate the priority index atfikh

nal hop. As we will show in Section V, there is flexibility in
how to assign all three of these components to obtain differe

end-to-end performance properties.

C. Leaky Bucket Flows

If the essential traffic envelopes at the ingress servers
bounded by affine functions, the schedulability criterioh o
Theorem 1 can be simplified. This scenario arises for both
leaky bucket regulated traffic as well as virtual leaky-tetck

smoothers as described in Section V-A.
Corollary 2: If each flow: hasT;;(I) = o; + I and

Yicz(m) Vi < Cm form =1,2,---, M, then Inequality (20)

in Theorem 1 can be simplified as follows: if for anye Z(m)
W|th T.’t,.’Em Z Ti*,’i:nl

2icq. i t 2icq, (@i —7iTi4,,)

Cm - ZiEQm Yi
es. 1™ — C, Di
maies i = CnDiem o7, @7)
Cm — Eieﬂz Yi
WhereSme = {Z | Ti,im > Tz@m}, Q, = {l | Ti,im < Tm,zm},
ansz = {'l | Ti,im = Tz,wm}-

Proof: Substitutindl’; 1 (I) = o; + ~;I into Inequality (20), we
have

Z loi +vi(I —T; ;)1 — T;5,,)
i€Z(m)

+  max 17" < Cp(I + Dijr ),

28
1€Om (I) (28)

wherel(t) = 0, if t < 0, and1(¢) = 1, if ¢ > 0. Since the
left hand side of Inequality (28) is a piecewise-linear @as-
ing function of I with finite discontinuous point$T; ;. | i €

Z(m)}, to verify Inequality (28) for alll > T;. ;. , we only
need to verify Inequality (28) for these discontinuous ®in

[T} ix ,00). Thatis, forz € Z(m) with T, 5, > Tj» ;= ,

z [Ui + %’(Tz,zm

iEI(m)

= Tii 1T 2 — Tii)

(29)

max

l;{naz S Cm(Tz,zm + Di*,m)-
1€0m (T, 2.m)

SinceZ(m) = S, U Q, U Q, and®,,(T; ,,) = S., we have

Z [ai + i (TZ,wm

1€Z(m)

- Ti,im )]1(Tz,zm

—Tiin)

max
1€Om (T, 2r, )

=+ +D )

max
l;

1€ES, 1€EQ: 1€Q,
HYi(Tosem = Tijin 1T 2 = Tiir,) + max ™
1€ES,
=) + D))o +%i(Tew — Ti)] + max [
i€Qy i€, €5

6*ES, due toTy z,, > Tjx ix .

= Z [O'i + ’Yi(Tz,zm - Ti,im )]

+ Do+ %i(Tee, = Tii)] + max e
1€Q,

= Z oi + Z o6 +7i(Te o — Tisi )] + max %
1€EQ 1€Q,

Therefore, Inequality (29) can be simplified as:

are

Y ot Y loi +%(Te

1€Qx 1€Q,

- T;i,,)] + max "
1€Sy
S Cm(Tm,zm + Di*,m)' (30)

By simple algebraic manipulation and noticing,, —
> icq, i > 0, Equation (30) can be further simplified as:

2icq. 0i + 2icq, (0i — viTii,,)

Cn — EiEQm Yi
maX;es, l;na:c - CmDi*,m <T 0
S dzz,-
Cm — Eieﬂz Vi

In the next section, we apply this simplified schedulability
criterion to assign priority indexes at downstream setvers

V. PRIORITY INDEX ASSIGNMENT FOREND-TO-END
SERVICE

In this section, we develop a priority index assignment
scheme and show that under this scheme, coordinated sched-
ulers can achieve the same end-to-end delay bounds as WFQ.

A. AtlIngress Servers

Suppose the ingress node services packets according to the
virtual clock service discipline [11], [27]. Then the priigrin-
dex increments at the ingress server are

ittt +
2y 2y i

K3

k_
T, =

(31)

whered], = 0 and; is the reserved rate of flow

_________________

Fig. 2. Virtual Server

Conceptually, such virtual smoothing at the ingress nosie al
spreads out the packets’ priority indexes at downstreanesger
Consequently, independent of the packet's service at egstr
nodes, their priority indexes do not cluster at downstreades.
Particularly, iféﬁj = d;; andn; ; = 0, from Equation (1),
b =dby + 3,6 andd? — dfy = di3 - df}.

k

Sinced!, = &, +7F = max{t},, dfy]l}-l-% is the departure

time of thekt® packet of flowi from the virtual server with



capacityy; (see Figure 2), according to Definition 3 and Lemma | maXics, " — CmDism

1, Cm — Xicq, Vi
max max l?i’nam
Ti(I) < I 4l (32) i@ W Y, 1T = i)
Cm— Ez’eQ, Vi

If Ejez(w(i,l))yj < Ci,1), then according to Theorem 2

in (L1} maxes, 17" — 17"
[maz Cm - Zieﬂm Vi
Irilfl S dﬁl + Cl 7k = 17 27 T (33) EiEQ llmam + maX;es, l;naa: — MaAX £+ l;naa:
w(4,1) = = .
Cm — Eieﬂz Vi

where Ff, is the departure time of the*" packet of flowi
from the ingress server(i, 1), I7** = max;>; I£, [me® = Sincei"€S,, we haveS, C {i|i # i} andmaxjes, I[["*" —
max,z; 7%, andCyy; 1) is the capacity of server(i, 1). Also, MaXizi- [*** < 0. Thus,

if b;(I) = B; + p:I andry; > p;, using the results in [8], we have

ZiGQz l;{naz + max;es, l;na:c — maxi#* l;na:c
df,l - t§,1 = Tik < & (34) Cm — Ziem Vi
v Yo, IPo®
. o . . < Qe v (37)
Notice that in this caseﬁj—? bounds the first term of the end-to- T Cm — Yicq, Vi

end delay bound of Coréllary 1.
Since 3 icrmy¥i < Cm, We haveCrm — 3 icq v 2

B. At Downstream Servers Y ico, Y- Thus,
At downstream servers and> 2, we assign the priority in-
dex increments as: Yico. li < 2icq. b (38)
X lmaz l_fnaz Cm — ZiEQz Yi - ZiEQz Yi
61"]' =2 + L (35)
Yi  Crgij-1)

K .
Notice that if‘;—: =C,Vi=1,2,---,K, then gi;l : =C:
i=1 "'

whereCy; ;1) is the capacity of server(i,j — 1). Itis easy . .

to see that in this casé{fj = 8;; mi; = 0, andT;,; = andVi€ Q,, l"%_ = II% , we have

iimy — Di(ii,, —1)- This assignmentis simpler than CIVC [24]

and VTRS [28] because it does not require a slack variable drieq, ii"*"  Imae B
virtual time adjustment term for each packet. On the othadha EiEQz Y Y Oz,2m = Do n(@,am—1) = Tz om-
coordinated schedulers essentially treat all packets emda

maximum size. The coordination property allows us to avoitherefore,

this term and consequently to simplify the service disoplas

well as obtain a tighter end-to-end delay bound. 2ieq. %i + Viea, (0i = %iTii)
We next show that with the above priority index assignment Cm =2 ica, Vi
scheme, coordinated scheduling achieves the same enutto-e maxiecg, ™ — CpnDis m <T
+ z 1 ) < z, T
delay bound as WFQ. Cim — Yoieq, Vi

Theorem 2:Consider the priority index increment assign-
ment defined by Equations (31) and (35) and satisfyirgnd Inequality (27) is verified. Furthermore, according to
Yicz(m)Vi < Cm form =1,2,--. M. If flow ¢* satisfies A 1+ Dty = A 1+ o g <df, o+

bi- (I) = B« + pi- T andyi. > pi-, then the end-to-end delay of s ™ _ ko0 a1k m and CoroTIg;;_ll)and Corollary 2
flow-i* packets is bounded by bt 4yim o

and Equation (34), we know that the end-to-end delay bound fo

Bi jmaz  Nit ymaz flow ¢* is given by:
2o (Np = 1) 4 e (36)
i+ Yix }; C’Ir(i*,h) ﬂi* l;(gaz Nix l;_;laz
Proof: According to Corollary 2, to verify Inequality (20), we " + (Ni= — 1) " + Coioomy” |
©* * h=1 =T i*,

only need to verify Inequality (27). Sindg; ;(I) = I*** +

1mae 1ras

I, substitutinge; = 1%, 64, = “—— + 57— Notice that the end-to-end delay bound in Equation (36)ds th

Vi Criiim—-1)"
o - 5 ; & o _same as that for WFQ [21] and VC [11].

Dentiim) mas TG (notice diy,, 1 + Dintiin-1) = Finally, we observe that coordinated schedulers can employ
di;. 1+ m <df; +08i, =dj; foralli,k,m), heterogeneously allocated per-node priority assignmants-
andT;; = 6,,: — Dimtisin1) = z’;” into Inequality (27), der to better utilize network resources. For example, flavudct
we have : allocate a Iess. stringent priority |ndex_ to heaylly Ioadexd_les.

A general assignment scheme remains an important issue for

Yic. %i T 2ieq, (9 = YiTiin) future study in coordinated schedulers as well as otheilicgerv

Cm =D icq, Vi disciplines.



flowl || o1 =L | IT** =L | m =
flow 2 o2 =L lgmm =L Y2 =
flow 3 o3 =1L lgmm =L Y3

Th=0 5f2=51,2=%,n1,2:0 Jf,gzdl,sz%,mﬁ:o
5 =005, =022=2Fm2=0

=0 | 65,=032=3F =0
T3 = 32 =932 = 7,732 =

ol Qo] Y|

TABLE Il
TRAFFIC PARAMETERS AND PRIORITY INDEX ASSIGNMENT.

VI. COORDINATION VS. NON-COORDINATION: we need to verify that
NUMERICAL EXAMPLES AND SIMULATIONS
i@, Oi + 2ica, (00 — 1iTi0)

In this section we illustrate the performance advantages of

inter-server coordination by comparing the CMS serviceidis C = Lica, Vi
pline with non-coordinated schedulers WFQ and EDF. For rate maXes, [;*** — ODy r(1,2) <T (39)
guarantee oriented service disciplines such as WFQ and ¥C, w C—2ica, Vi = b
show via a numerical example that with appropriate selactio
of priority indexes, CMS can outperform WFQ and VC. It Wagnd
previously established that EDF with traffic shaping carvigie D ic@s Oi + 2ica, (i — viTiu)
the same delay bbound as Weighted Fair Queueing [15]. How- C—> o Vi
) . . i€Qs
ever, per-flow traffic reshaping at each node may not be fisasib __qmaz _ 0D
if there are many traffic flows. In contrast, under CMS with a maxies, b Lr(1,2) <Ths.  (40)

simple priority index assignments, Theorem 2 plus a simple e C—2ica, i
ample below provides the first demonstration that cor®ss 4 yerify that flow-2 packets will miss their priority indesat

schedulers can outperform WFQ schedulers. _ server 1 by no more thaB, .(2,2) = 0, we need to ensure that
Finally, we present a brigfs-2simulation study to illustrate T

performance differences in a scenario with six nodes anskcro ZiEQQ o; + Zie% (o: —viTis,)
traffic. C— Y ica, i
. axies, (M — CDy
A. Comparison of CMS and WFQ n max;es, 2,7(2,2) < Tys. (41)
C- Zie% Yi
flow 2 flow 3 i X i L
J L Using the parameters given in Table Il and Table I, it isyeas
How2 — to verify Inequalities (39), (40), and (41). Similarly, ogithe
fow 1 parameters given in Table Il and Table 1V, it is easy to verify
fow1 I that flow-1 packets will miss their priority indexes at sar2édy
no more thamD; (3 = é and flow-3 packets will miss their
Server 1 Server 2 priority indexes at server 2 by no more thBg (3 2) = 0.

Fig. 3. Two Server System

Consider a simple system with 3 flows as described in Fig- || Tt.1s = T1.3 = =0} ]5={] %-0
ure 3. Let server 1 and server 2 have capacity C and other T33, =& Qs=1{3} | S5=0 | Os={1}
servers have infinite capacity, each packet has Biznd let TABLE IV
bi(I) =by(I) =bs(I) = L+ %I- The traffic parameters and PARAMETERS FORSERVER 2.

the priority index assignments are summarized in Table II.
Since each packet does not suffer a queueing delay at its first

hop, D1 (1,1) = Da2,x(2,1) = Ds,x(3,1) = 0 and the parameters Then according to Corollary 1, we have the following end-to-

that are needed when checking schedulability for flows aeser end delay bounds that can be guaranteed by the CMS discipline

1 are given in Table 111

Dy = I}?giiﬁk +d12+ma+d1,3+m3+ Digrs)

— L
Ty, =Tip=5 || @={1} | Si={2} | &1 =0 = 46

T2, =Top = % Q2 ={2} So =10 Qo = {1} I I

Dy=3—, D3=3—

TABLE Il 2=°c BTV

PARAMETERS FORSERVER L. Alternatively, for WFQ, according to results provided iri]2
[11], the end-to-end delay bound for flow 1 is given as:
According to Corollary 2, to verify flow-1 packets will miss L L L L

D==4+=

their priority indexes at server 1 no more thBq (1 2) = % oo + C + c’
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wherer; is the bandwidth (weight) reserved for flow 1 at servers 300
1,2. In order to guarante®; = 4% for flow 1, »; must beC.
Hence the bandwidths (weight) reserved for flow 2 at server 1
and flow 3 at server 2 must be zero. Therefore, in this case,
WFQ degenerates to the strict priority service disciplifien(

1 has the highest priority). According to the result prodde
in [18], the minimum delay bounds guaranteed by the striet pr
ority service discipline to flows 2 and 3 aat@’cé.

250

200

150 -

100

50

99% Percentile End-to-End Delay (msec)

B. Simulation Experiments

275 280 285 290 295 300 305 310

Throughout this paper, we have focused on schedulability Number of Flows at Each Server
conditions for coordinated schedulers. Here, we ns sim- (a) Comparison of CMS and WFQ
ulations to illustrate potential performance improvensénbm 300 ‘ ‘ ; ;
coordination not only in the maximum end-to-end delay, tad a 2 I —
in statistical delay properties. FSa
[

S 200 -
, , ; 2
/ \”'/ \ / \”’/ \ / \”'/ ) 3

,‘ ] L g W \ R / A 5 150 ¢
i A Vi : w

Server 1 Server 2 Server 3 Server 4 Server 5 Server 6 % 100
@

E 50
Path for target traffic - Path for background traffic <
(o2}

g L L L L L L
Fig. 4. Simulation Topology 275 280 285 290 295 300 305 310
Number of Flows at Each Server
We consider a simple tandem network topology as depicted (b) Comparison of CMS and EDF

in Figure 4. All link capacities are 10 Mb/sec, packet lersgth
are 100 bytes, and propagation delays are 0. There are kevera
flows (varying from 25 to 60) entering the network from thetfirs

server and exiting from the last server. These flows have %@ntrast, in EDF or WFQ networks, each router treats packets

longest path and are chosen to be the target class for amalygia|ly according to their arrival time, without regard thether
In addition, each server also serves two classes of crd$is trapis arrival time is late or early.

consisting of 125 flows which traverse a single router and the Second, when traffic is more bursty, e.g., for Pareto on-off

exit the network, and 125 flows that traverse two routers aﬂ%ﬁic the advantage of CMS over WFQ or EDF is even more
then exit. The cross traffic has the same characteristiceas ﬁrono'unced For example, in Figure 6, when each server sup-

target tr_afficI:. both ial and 1 . @orts 295 Pareto on-off traffic flows (45 target flows and 250
We simulate bot exponenpa and Pareto on-off flows WIthoss traffic flows), the end-to-end delay experienced byaihe
on-rate 64 Kb/sec, mean on time 312 msec and mean off t:%@ traffic is 52 msec for CMS, 111 msec for WFQ, and 109

325 msec qnd Pareto shape pgrameter 1.9. The increme Qéc for EDF. The reason for this is that the heavy-tailegdtbur
the priority index at each Serveris 1 msec for the targeficraf durations of this traffic place a heavier burden on the sdeedu

3 msec fo_r th? cross traffic with a 2-hop path, and 6 msec f ﬁring periods of overload. Through inter-server coortiora
cross traffic with a 1-hqp path. We compare th? 99-percentiq s can better distribute this overload among network nodes
end-to-end delay experienced by the target traffic for neks/o and reduce a flow's end-to-end delay

with CMS, EDF, and WFQ schedulers. Third, the utilization at which queues build up and schedule

Th(_e S|mul_at|0n results are depicted in Figures 5 and .6' Eal‘fg/e an impact depends on the statistics of the arrivinfjdraf
pointin the figure represents the result of a 200 secsABsim- If the traffic is heavy-tailed e.g., Pareto ON-OFF, the coord

ulation run, with averages reported over multiple simolasi L ; L

The fiaure shows the 99 9-percentile of the end-to-end diika nated scheduler significantly impacts performance foizatil

tributign of the target trai‘ficpas a function of the number oﬁ\ﬂsy tions greater than 80, i.e., more than 250 flows, whereas for
g Exponential On-Off traffic, it impacts at utilizations gteathan

passing each server. .
We make three observations regarding the figures. First; co%()%’ I.e., more than 280 flows.

dination has reduced the 99-percentile end-to-end delpgrex
enced by the target traffic: for example, in Figure 5, wherheac
server supports 295 exponential on-off traffic flows (45 eéarg In this paper, we derived an end-to-end schedulabilityeerit
flows and 250 cross traffic flows), the end-to-end delay exp@sn for a class of work conserving service disciplines tedm
rienced by the target traffic is 40 msec for CMS, 66 msec fepordinated schedulers. Exploiting the coordination prop
WFQ, and 51 msec for EDF. The reason for this is that invee showed that the “essential traffic” for a flow incurs onlymi
CMS network, packets which suffer excessive queueing delasnal distortion at downstream nodes. Moreover, we showat th
at upstream nodes have an opportunity to “catch up” at a dowrackets can be allowed to violate local priority indexeslsu
stream node, by having a higher (relative) priority index. las local deadlines) and still satisfy an end-to-end requérg

Fig. 5. Exponential On-Off Traffic

VII. CONCLUSION
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Number of Flows at Each Server
[14]

(a) Comparison of CMS and WFQ
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(b) Comparison of CMS and EDF 120]

Fig. 6. Pareto On-Off Traffic

[21]

by “catching up” with higher priority downstream. We then de

vised a priority assignment scheme and showed that under
scheme, coordinated schedulers can outperform WFQ sched-
ulers. Finally, we presented numerical and simulation Itesul23]

to quantify the performance gains of coordination.
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