A Performancevs. Trust Perspectve in the Designof End-Point Congestion
Control Protocols

AleksandaKuzmaneict andEdwardW. Knightly
RiceUniversity
{akuzma,knighy}@riceedu

Abstract

Receiverdriven TCP protocds delegate key congestion
cortrol functins to receives. Their goal is to exploit in-
formationavailable only at receives in order to improve
latengy and throuchputin diverse scenariosrangng from
wirelessaccesdinks to wireline and wirelessweb brows-
ing. Unfortunaely, in contrastto today’s senderdrivenpro-
tocds, receiverdrivencongestioncontml introducesanin-
centivefor mishehavia Namelythe primary beneficiay of
a flow (thereceiverof data) hasboththe meansandincen-
tiveto manipdate thecongestioncontmol algorithm in order
to obtain higherthrougtput or reducedatengy. In this pa-
per, we studythe deploydility of receiverdriven TCP in
environmentswith untrustedreceives which may tamper
with the congestioncontmol algorithm for their own bene-
fit. Usingandytical modding and extensivesimulationex-
perimentsye showthatdeploymenof receiverdrivenTCP
must strike a balarce betweenenfocemeh medtanisms,
which can limit performarte, and completetrust of end-
poirts, which resultsin vulnegability to cheaers and even
DoSattaders.

1. Intr oduction

Recentadwencesin TCP congestioncontroldesignhave
denonstratedhe ability to significarlly improve TCP per
formancein a varety of scenariosrangng from high-
speede.g.,[9, 15]) to mobile andwirelessnetworks (e.g,
[2, 4]). However, eachsuchadwenceintroducesthe follow-
ing dilemma:if a user can obtain a significantincrease
in throughput via an optimized congestion contrd algo-
rithm, how canthe network or the otherend point distin-
guishamong(i) userswith optimizedproto®l stacks,(ii)
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“cheatets” that have modfied pratocol stacksthat maxi-
mizetheirown throudhputwithoutregard to fairnessor net-
work stability, and(iii) attaclersthatseekonlytotransmitat
ahighratein orderto dery serviceto othes. More precisely
the question becomse how canmisbehaior be detectedn
the presencef widely varialde protacol performarce pro-
files? And mostimpottantly, protacol innovationsoftenin-
troducenovel securitychallerges,which, if not consideed
a priori, may have devastatingconsegencesoncesuchin-
novationsbecone deplo/ed.

TCPvariantsthatarewidely deplo/edtodayaresender
centric protacols in which the senderperforms important
functionssuchascongestioncontmol andreliability, whereas
therecever hasminimumfunctiorality via transmissiorof
ackrowledgenentsto the senderYet, it is beconing evi-
dentthatincreasinghefunctionality of receives cansignif-
icantlyimprove TCPperfamancd5, 10, 20, 29, 30, 31]. In-
deed akey breakhrowghin this designphilosophy is repre-
sentedby fully recever-centricprotacolsin which all con-
trol functions aredelegatedto recevers [12, 14]. Theben-
efits that are being establishedor this innovative design
include improved TCP throuchput and an array of other
performane enhanements{i) improvedlossrecovery; (i)
mote robust congestiorcontol; (iii) improved power man-
agemat for mobile devices; (iv) a solutionto the hand-
off prodemin wirelessnetworks; (v) improvedbehaior of
network-specificcongestion contmol; (vi) easymigrationto
a replicatedsener duiing hanaffs; (vii) improved band-
width aggregation and(viii) improvedwebrespoisetimes.

However, bothsenderandrecevercentricprotacolsim-
plicitly rely onthe assumptiorthatbothendpants coger
atein determiting the properrateat whichto senddata,an
assumptia thatis increasingly invalid today With sender
centric TCP-like congestioncortrol, the sendingendmint
may misbehae by disobging the apprgriate congestion
contol algorithns andsenddatamore quicky. Fortunately
the lack of a strongincentive for selfishIntemet usersto
do so (upoadingvs. downloading)appeardo be the main
guad agairstsuchmisbetavior. Moreover, while it hasbeen
discoveredthatmisbehaing receives canperfam DoSat-



tacksor stealbandvidth evenwith sendefcentricproto®ls
[28], it hasbeenshowvn thatit is possibleto modify TCPto
entirelyeliminatethis undesirake behaior [6, 28].

On the other hand recever-centric corgestioncontrd
presets a perfectmatchfor amisbehaing user:therecei-
ing encpoint perfamsall congestioncontrolfunctions,and
hasboththeincentie (fasterweb browsingandfile down-
loads) andthe opportunity (opensourceoperding systems)
to explait protacol vulnerabilities.In this paperwe explore
the tradeofs and tensiors betweenperformane and trust
for recever-centic transpat protacols. In particular given
the above benefits(i)-(viii), and clear vulnerabilities,our
god is to evaluae whetherit is possiblefor HTTR file, and
streamingserves in the Internetto deploy receivercentric
transprt protocds while striking a balarce betweernper-
formarce enhancementsand protectionagainst misbehav-
ior. We focus on the classof recever-driven protacols be-
causetheir deploymentintroducesa setof novel security
challergesthat canhave devastatingeffectson the widely-
dedoyed HTTP, file, and streamiig senersin the Inter
net.Moreover, we shav that nore of the existing solutions
areableto efficiently protectthe seners from suchrecever
misbelaviors.

In this paperwefirst anticipae a setof possiblerecever
misbelaviors, rangingfrom classicaldenial-d-service at-
tacks, e.g., recever requestfloodng, to more modeate
andconseqantly harderto-detectresouce-stealingnanip-
ulatiors. We analyzemisbehaiors that forge the additive-
increase-multiplicatre-decrase(AIMD) or retransmssion
timeou (RTO) paraméerssuchthat flows stealbandvidth
over longer time-scalesFurthernore, we develop an ana-
lytical modelby genealizing[22] to predct thethroughpu
thata misbelavior will obtainasa function of modifiedpa-
rameers.

Next, we evaluateandpoint out the main limitations of
asetof state-ofthe-artrouter andedgebasedmechaisms
desigredto detectandthwart denialof-senice attacksand
othe flow misbehaiors. Wethenpropseandevaluatea set
of sendersidemechaismsdesigne to detectandthwartre-
ceiver misbehaior, yetwithoutanyhelpfrom a potentially
misbelaving recever. Weinitially focusonlongtime-scales
and develop a TFRC-basedschemein which senders(i)
independetly estimateRTT andloss ratewithout ary co-
opeation from a poterially misbelaving recever, (ii) dy-
nanically compute the TCP-friendy rate, and (iii) detect
out-of-profile behaior. While this end-mint appoach at
the sendersideis ableto accurgely detecteven slight re-
ceiver misbehaiors andstrictly enfoice TCP-friendiness,
we shawv that a fundamentaltradedf arisesfrom the fact
thatin theabsencef trustbetweerthe sendeandrecever,
it becoms problamatic for the senderto infer whetherthe
recever is misbehaing or legitimately trying to optimze
its performarcewith anenhancd pratocol stack.

Finally, we analyzeshort-timescalerecever misbeha-
iors, and shav that the performane vs. trust tensionsig-
nificantly magrifies over shortertime-scalesFor exanple,
we condict a web expaiment and shaov that a malicious
client that usesexcessiely long initial window size and
alsoforgesexponentialbaclkoff timers,cannot only signif-
icantly improve its own respose time, but canalsodras-
tically degradethe respmsetimes of the backgourd traf-
fic. While sendethasedenfoicemenimechaisms(e.g. rate
limiting) areagainsuccessfudganst DoSattackswe shav
that in HTTP scenariosdomirated by short-lived flows,
suchmechaismscanoftenlimit recever-driven TCP per
formanceto alevel belowthatachiezable by todays sender
basedlCP.

2. Background
2.1. Delegaing Control Functionsto Recevers

Oneof thefirsttranspat protacolsthatexploitsincreased
recever fundionality is Clark etal.’s NETBLT [5], which
males erra recovery more efficient by placing the data
retrarsmissiontimer at the recever. In later work, an in-
creasedsetof cortrol fundions appearat the recever, ei-
therfor performane or practicd reasos (e.g, to decrase
the compuation burden at the sender) For example,Sinha
et al.’s WTCP [29] calculatesthe sendimy rate at the re-
ceiver, Floyd etal.’s TFRC[10] maintainsthelosshistory
andcompuesthe TCP-frierdly rateatthereceier; Tsaous-
sidisandZharg’s TCP-Real31] trackslosseventsandde-
termines the datadelivery rateattherecever, Springetal.
[30] andMehraetal. [20] addfunctiorality to therecever
to controlthebandwidh share®f incomng TCPflows,i.e.,
by adaptig the recever’s adwettisedwindowv anddelayin
transmittingack messagesherecever is ableto contrd the
bandvidth shareontheaccesdink accordng to theclient’s
need.

2.2. Fully Receiver-Driven Transport Protocols

In contrast to the above protowls, all contol func-
tions are delegated to recevers in Web Transpat Proto-
col (WebTP)[12] and ReceptionContrd Protocd (RCP)
[14]. Hsiehetal. [14] aguethatthe key advantag of fully
recever-centrictranspet protools is thatthereceivercon-
trols howmud datacanbe sent andwhich datashouldbe
sentby the senderThe benefitsthat are being established
for this protacol designare listed in the Introductionand
describd in detailin [12, 14].



2.3. RCP Protocol

Here,we provide a brief ovewview of RCP variarts of
whichwe consicer for theremanderof the papert
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Figure 1. TCP functio nalities at the sender
and receiver

All TCPvariantsprovidereliablein-seqencedatadeliv-
ery to the application with pratocol operdions corsisting
mainly of four mechaisms:conrectionmanagmentflow
cortrol, congetioncontol, andreliability. Figurel1 depicts
a schematiosziew of theinteraction betweersenderandre-
ceiver in TCR togetlerwith severalstatevariables.
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Figure 2. RCP functionalities at the sender

and receiver

Obsene thatexceptfor conrectionmanagenent,which
need to be implemened at both ends,Figure 2 indicates
that RCP delegaes all other contol functions to the re-
cever. Thus,eitherthe senderor recever caninitiate con-
nection setup,after which the recever becanesfully re-
sporsible for reliability, flow contrd, and congestioncon-
trol, usingthe samewindow-basedmechaisms emplo/ed
in senderdriven TCP. SinceRCP shiftsthe contrd of data
transfe from the senderto recever, the dataad style of

1 While we focuson RCR similar receiver incenfvesandprotol vul-
nerablities hold whethe protowls delegate someor all control func-
tionsto receiwrs,e.g.,TFRC[10] andWebTP[12], respedtvely.

messagexchargein TCPis nolonger applicalte. Instead,
to achieve the self-clockng charateristics of TCR RCP
usesregdaa exchangefor datatransfer where ary data
transferfrom thesendeis prece@dwith anexplicit request
(reg) from therecever. Equivalently, the RCPreceveruses
incomng data pacletsto clock the requestsor new data.
In summary RCP represents clone of sendesside TCP
which simply transfersall importantcontrd functioralities
to therecever. (WeinterchageablyusethetermsRCPand
recever-driven TCPR)

However, thefactthatall contrd functionsaredelegated
to recevers raisesa fundamentalsecurityconcen for mis-
behaing recevers that will manipulate pratocol parane-
ters(all available at the recever) andgain significantper
formancebenefits This con@rnis amplifiedby thefactthat
receizerswould have the oppatunity (open sourceoperat-
ing systemsequring aminorcharge),andincentive (faster
web browsing andfile downloads)to perform suchactivi-
ties.

3. Vulnerabilities
3.1. Recever Misbehaviors

Here,we treattwo classesof misbelaviors in the con-
text of receverdriventranspot protocds: denial-d-service
attacksandresouce stealing.The key distinctionbetween
thetwo lies in the primary goal of the misbehaing client:
DoSattaclersaimto dery serviceto the baclgrourd flows
without necessarilyachieving a particdar benefitfor them-
seles,wherea resourcestealeraimto gaina perfamance
bendit by stealingresourcesrom the backgound flows
(without necessarilgtarvingthem)

3.11. Denial of Sewice Attacks We begin with an ex-
tremescenarioand shov that an RCP sendercanbecome
aneasytarget of a DoS attack.Indeed Figure2 shavs that
the RCP sendellistensto the requestpacletsfrom the re-
ceiver, andrepliesby sendingdatapacletswithoutanycon-
trol, asall controlfundionsaredelegatedto therecever for
performane reasonsHence flooding the sendewmith short
req paclets (the samesize asthe ack paclets, ~40Bytes)
may force the RCP sendetto flood the reverse path (from
thesenerto theclient) with muchlongerdatapaclets(typ-
ically ~1500 Bytes),andcongesthenetwork.

To demorstratethe vulnerability of fully recever-driven
transpeot protols, we simulatethe abore request-flod at-
tack and show the resultin Figure 3. In the experiment,
seven TCP Sackflows sharea link, andattime 300sec,an
RCPflow joinstheaggegate(we provide theexactsimula-
tion paraméersin Sectionb). However, we removethecon-
gestioncontrd fundions from the RCPflow (by re-turing
theappr@riateRCPparanetersat therecever - detailsare
given belaw), suchthatit floodsthe sener with requests.
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Figure 3. RCP receiver performs a DoS attack
by flooding the sender with requests

Conseqgantly, the RCP flow utilizes the entire bandvidth
anddeniesserviceto the backgourd traffic by exploiting
TCP’swell-knowvn vulnerabilityto attacksby high-ratenon-
respmsive flows.

3.12. Resource Stealing In contast,anunscruplousre-
ceiver may moderatelyre-ture its parametesin anattempt
to stealbandwidh from otherflows in the network while
eludng detection.Indeal, we will quarify the extentto
which it is harderto detectflows that modeately disobegy
some(but not all) congestioncontol rules (e.g, decrease
the window size upona paclet loss, but do not halwe it),
thanit is to detectflows that dranmatically violate one or
more congestioncontrd rules.

While the spaceof possiblerecever misbehaiors is
vast,we focus on paraneterbasednisbehaiors simply be-
causethey are easyto implement. While recevers could
clearly use othermechanismgo achieve similar rates,we
denonstratdn Section5 thatthis doesnot affect the detec-
tion problem.Furthernore,in this papemwe donottreatthe
problem of applicdion-level misbehaiors suchasparallel
download(whereamalicioususeropensmultipletransport-
layerconrectionsto parallelydownloaddifferert partitions
of afile from a sener), which are easierto detect.Never
thelesspbsenre that the misbehaiors analyzedn this pa-
peraremuchmoregeneric:(i) they canbe simply anden-
tirely implemenedattherecevers;(ii) amaliciousrecever
canachiese a performarte benefitevenin scenaris where
asingletranspaot connetion is usedfor download (e.g, in
theHTTP 1.1web-sererscenario®r in thenon-partitioned
FTP-davnloadscenarios).

The first paraneter of interestis the addtive-increase
parametera, which hasa default value of one paclet per
round-trip time. By increasingthe window size more ag-
gressvdy (a > 1), aflow canachieve highe throwghpu.

The secondparameteis the multiplicativedecreasepa-
rameter3 which hasa defadt value of 0.5 suchthat the
corgestionwindow is halved upm the receiptof conges-
tion indication Again, the recever can potentially utilize
more bandwidh by decreaingthewindow only mocerately

viag > 0.5.

The third paraneteris the retransmissiortimeoutRTO.
Both TCP and RCP usea retransmissiortimer to ensure
datadelivery in the absenceof ary feedtack from the re-
mote peer In both cases,this value is compted using
smootted rourd-trip time and rourd-trip time variation.
RFC298[27] recommendgo lower anduppe-bourd this
valueto 1 and 60sec,respectidly. Thus,a maliciousre-
ceivermayeasilychangehesevalues. For exampe, by set-
ting theRTO to asmallvalue(e.g, 100ms),onecanexped
to achieve throghpu improvemerts in high paclet loss
ratio environments, becage the misbehaing flow would
backoff significantlylessaggessvely thanbehaing flows
would.

Finally, the fourth paraneter of interestis the initial
window size W. The defadt is two segmens, wheras
RFC 2414[1] recommendsincreasingthis paraneterto a
value betweentwo and four seggments (roughly 4 Kbytes)
to achieve a performane improvement.A misbelaving re-
ceivermightwishto furtherimproveits perfamancewith-
out caring much abou prablems suchas congestioncol-
lapse) andincreasehis paraneterevenmore.By doing so,
therecever canmaliciouslyjump-startthe RCPflow (this
is exactly whatwe did, amang otherthings,in Figure3 by
settingi? = 10) andimprove its throudhput.However, this
paraneteris expectedto be crucialin improving the short
file-size respose timeswhich are typical for web brows-

ing.
3.2. Modeling Misbehaviors

We begin with thewell-known TCP throughputformula
(Equation (30) in [22]) that expressesverag TCP rate B
asa function of the rourd-trip time RTT, steady-statéoss
evert ratep, TCP retransmissiortimeoutvalue RTO, and
nunber of pacletsackrowledgeal by eachackb (typically
b=1[13)):

1
B =~ .

RTT % + RTOmin(1,3 %)p(l + 32p?)
1)
Using the stochasticTCP model and methalology of
[22], we generalizethe above resultto a scenariowith ar
bitrary valuesof o and 3. Denotirg d as1/S3, we have B
appoximatedby

1

2bp(d—1) | RTOmin(1,3

RTT (1)

2ad?
)
We provide the derivationin [16]. Note the two corner
casesfor « = 1 andf = 0.5, Equatins (1) and(2) are

bp(14+d)(d—1) )p(l + 32p2) )



eqguvalent;wheng = 1 (whend = 1), thenB — inf, i.e.,
if the congestionwindow is never deceasedupona paclet
loss, the throudhput will theoreticallycorverge to infinity.
We explore intermedate casesasfollows.
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Figure 4. Long -time-scale misbeha viors - nu-
merical results

Figure 4 shavs nurrerical resultsfor TCP (and hene
RCP)throudhputasafunction of the pacletlossrate.PFTK
derotestheformulafrom[22] (Equation(1),with b = 1 and
RTO = 1), while SQRTis the“squae-rod” formua from
[19] (thesameasEquatia (1), only without the RTO part)
Next, we plot the throughpu that a maliciousrecever can
achiere, accordimg to the Equation (2), by maniplating ¢,
B, andRTO (exactvaluesareshavn in thefigure).

First, obsere that by re-turing « to four, onecandou-
ble thethrowghpu (y-axs is in logaithmic scale) while re-
tuning S to 0.8 (d = 1.25) one can stealsomavhat less
bardwidth. More gererally, accordiry to Equatia (2), set-
ting a to avalue largerthanone,enablesa flow to achieve
appoximately v/a higher throughpu as commaredto a
well-behaved TCP flow andfor the samepaclet lossrate.
Secoml, notice that the amouwnt of stolen bandvidth (the
differencebetweenthe misbeh&ing andthe PFTK curwve)
increasesas the paclet loss ratio increasesn the caseof
the RTO paraneter(e.g.,RT'O = 100ms).Thisis because
timeous occu morefrequently in higherpaclet-loss-ratio
environments,and thus, disokeying the exponentialback-
off rulesenablessignificant throughpu gainsin suchenvi-
ronrments Furthernore,by re-tunirg all paraneterstogether
(¢ =4, = 0.8, RTO = 0.1), themocel predictssignif-
icant stealingeffects, wherethe misbehaing flow utilizes
appoximatelyten (for p = 0.02) to twenty (for p = 0.1)
timesmorebandwdth thanbehaing flows. Finally, obsere
thatthe SQRTformulasignificantlyoverestimateshe TCP-
friendly ratefor higherpaclet lossratios (wherethe expo-
nenial bacloffs play a key role), hene this formulais not
suitablefor detectiorpurposes.

4. Network Solutions

Here we analyzeseveral state-of-tle art network solu-
tions (both core-andedge-basedylesigred to detectmali-
ciousflows. Comman to all solutionsis their fundarental
limitation to accuratly detectsuchflows dueto their lack
of theknowledgeof theactualflows’ parametes.

4.1. Core-Router-BasedSolutions

4.11. RED-PD In[18], Mahajanetal. developRED-PD,
aschemdhatuseshe pacletdrophistoryatarouterto de-
tecthigh-bandwdth flows in timesof congestiopnandpref-
erentially drop paclets from theseflows. In orderto de-
tecthigh-bandvidth flows, RED-PDsetsatargetbardwidth
abore which a flow is identified as malicious. The target

bandvidth is definedasthe bandvidth obtainedby a refer

enceTCP flow with thetarget RTT (defaultis 40ms),and
the currentdrop rate measued at the outpu route queue.
The tamgetedbandwidh is compued usingthe square-oot
TCP-frierdly formua. In otherwords,in theabsencef per

flow RTT measuements,RED-PD setsthe taget RTT to
40ms as a bourd for distinguishimg in- vs. out-d-profile

flows.
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Figure 5. RED-PD is unable to detect a mali-
cious flow

While RED-PD can proted the systemagainstcertain
misbehaiors, the lack of exact knowledge of the flow's
RTT fundamentally limits its ability to detectsevere end-
poirt misbehaiors as demamstratedin Figure 5. We per
form ns experimentswith nine flows sharig a RED-PD
router. We vary the roundtrip times of the flows from 20
to 350ms (asshavn on the x-axis),andplot the bandvidth
of a single flow on the y-axis. When all flows are well-
behaed,thebandwidh shareis fair (thestraightline in the
figure). However, whenoneof theflows (whasenormalized
throughpu is shavn on y-axis) re-turesa to 25, it canpo-
tentially stealup to five timesmorebardwidth thanits fair
shareaccordng to Equation(2). Obsere thatRED-PDsuc-
cessfullylimits themalicious flow to its fair-share put only
whenthe RTT is lessthanor equalto 40ms(recallthatthis



is the RTT of the refeenceflow). However, asthe flows’

RTT increasesthe maliciousflow is ableto stealmore and
more bandvidth, up to five times morethanits fair share
(themaximum for this scenariowhenthe RTT is 350ms.

RED-PDs5 limitations in detectingmisbehaing flows
aremore generathanindicatedn theabove exanple. First,
it is importantto noticethata misbehaing flow cansteal
bardwidth not only in homaenewois-RI'T scenaris asin
the above experimentsbut alsoin hetergeneas-RI'T en-
vironments sincethe amount of stolenbandwidh depeinls
on the RTT of a misbehaing flow. Secondwhile in this
pager we focuson receverdriventranspor pratocols, ob-
sene that the abose RED-PD limitations apply equally to
sendetbasedl CP stacks Another prodem arisesfrom the
factthatRED-PDusesa simple (andlessaccuate)square-
roat formula, which significantly overestimatesthe TCP-
friendly ratefor higherpacletlossratiosbecausét doesnt
account for retrarsmissiong22]. Hence,maliciousTCP or
RCPflows have the opportunity to stealdramaically more
bardwidth asthe pacletlossratioincreasesg.g.,100times
more whenp = 0.3, asindicatedin Figure4.

Finally, RED-PD5 inability to determinewith high con-
fideneif aflow is malicious or not, limits its ability to pun-
ish a maliciows flow (e.g, to comgetely stare it). Hence,
“stealingpaysoff” for endpants asthey canfreely re-ture
their paraneterswithout adwerseeffeds: (i) they will notbe
conpletely staned (ii) they will notutilize lessbandvidth
thanawell-behaing TCP or RCPwould; andyet (iii) they
canquite oftenstealsignificat amouns of bandwidh.

4.12. Fair Queuing While it mayappearattractveto ap-
ply someversionof fair queuirg (includng theprefeential-
dropping schemesdevedloped to enface fairnessamong
adapive andnon-alaptie flows, e.g.,Flow Randan Early
Detection(FRED) [17], CHOKe [24], or StochasticFair
Blue (SFB) [8]) to solve the above problem, obsere that
suchschemesre also unable to detectend-mint misbe-
haviors and to enforce the proportional fairnesstargeted
by TCP Moreover, in a heterggeneos RTT ervironmen,

suchschemeswill significantly deviate from the propor-

tional bandvidth share,and even magrnfy the bandvidth-

stealingeffects. Below, we provide a simple, yet illustra-
tive exanple. While not represetative of anactualor real-
istic scenarig our main god is to illustrate the difference
betweenproportioral (RTT-dependent)and max-min fair-

nessasenforcedby FQ.

Consider a link shared by three congestion-
cortrolled flows, such that the proportioral fair share
is (0.90.050.05) Next, assumethat flow 2 is mali-
ciows. It re-tune its parametes and utilizes more band-
width by stealing from flow number one, such that
the bandvidth shareis now (0.7, 0.25 0.05. How-
ever, if FQ is used,all flows gettheir “fair-shae”, andthe
bardwidth shareis now (0.33, 0.33 0.33. Thus, FQ pro-

vides even more bandvidth to flow 2 thanit could have
stolenwithott it.

4.2. Edge-RouterBasedSolutions

Here,we preseh two solutionswhosegoalis to detect
nonTCP-friendy behaior at the network edge.The key
adwentageof anedgebasedvs. a network-basedschemeas
the opportunity to monitor pacletsin bothdirectiors (data
in forward andad in reverse).

4.21. D-WARD In [21], Mirkovic et al. develop

D-WARD, an edgerouterbasedpratectionschemeor de-

tecting DoS actwity. For eachtraffic type, they establish
a baselinetraffic model. For a TCP session,they mea-
surebothoutgang (data) andincomng (ac) traffic andde-

fine the maximum allowable ratio of the two. When the
ratio of the numbe of datavs. the numter of ack pack-
ets goesover a certainthreshold they conclule that the
flow is out of profile andrate-limitit.

While the abore schememay indeed pratect agairst
TCP-baseddenial-d-service attacks (whee the sender
floods the network with data paclets indegenden of
the feedlack from the recever), this model clearly
doesfit apply to the receiverdriven TCP scenario Re-
call that in the recever-basedscenario the numker of
requests and data paclets is the samein both direc-
tions, evenin the most severe denial-d-servicescenaris.
Moreover, the fact that the numter of pacletsin the for-
ward (datg and reverse (req) directiors is the sameis
actually the core idea of the request-floodattack: the re-
ceiver floods the senderwith requests, and the sender
replies by transmitting the samenumbe of data pack-
ets,yetwith significartly larger sizetherebycongestingthe
network.

4.22. Tcpanaly In [26], Paxsonpresents cpanal y, a
toolwhoseinitial goalwasto workin onepassoverapaclet
traceby recogrizing genericTCP actions.Thegoalof exe-
cutingonly onepassstemmedrom theobjectvethatt cp-
anal y mightlaterevolveinto atool thatcould moritor an
Intemetlink in real-timeanddetectmisbehaing TCP ses-
sionson the link. Unfortunately the authorwas forcedto
abamlonbothof the gods. Amongmary obstaclesthe key
oneis thatone-mssanalysigproveddifficult dueto vantage
poirt issueqseereferece[26] for details),in whichit was
oftenhardto tell whethera TCP flow’'s actionsweredueto
themostrecentlyreceved paclet,or onereceved in thedis-
tantpast.



5. An End-Point Solution
5.1. SendetrSide Verification

In orde to detectrecever misbehaior, the senderre-
quiresincreasedunctionality beyond its role asa slave to
therecever's requestpaclets(seeFigure2). Our objectve
is to addthe minimum functionality to the sendetthatwill
enale it to robustly detectrecever misbehaior over long-
time scales(we treatthe short-timescalemisbehaior de-
tectionprodem in Section6.1), yet without any help from
a potenially misbehaing recever. While this new func-
tionality inevitably increaseghe sendersside implenenta-
tion complity, we will demorstratethat it representsa
gereralsolutionto the bandvidth-stealingeceverinduced
misbelaviors.
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Figure 6. Secure RCP sender

Figure6 depictsthe key compnentsof sucha solution
Equation (1) indicatesthat knowledgeof RTT and paclet
lossratio is enoudp to compue the TCP-fair throughput,
and consegently to detectout-of-profile flows. Unlike in
network-basedscenariosdiscussedn Section4, an end-
point schemecanmeasureRTT andthe paclet lossratio,
and henceenfoice a more precisetraffic prdfile thanany
network-basedsolution.

Becausehe sendemustestimateRTT and paclet loss
ratio without any coopeation from the untrustedrecever,
thesendetransmitping pacletsthattherecever hasnoin-
centiveto delay asalarger RTT impliesalower bandvidth
prdiile.? Likewise, the sendermust estimatethe paclet
loss ratio and detectwhetherthe recever is actually re-
requesting data paclets that are drogped. Obsere that a
nock perfaming a DoS attackneednot re-requestdropped
paclets,whereagecevers thatarestealingbardwidth will

2 If thereceierdoesnt reply to the ping requeststhe sendemayeither
disconnet it, or ratelimit it to a moderaterate. Moreover, to prevent
thereceverto simply sendaresponsén anticipation of aping request
(thusthereby simulaing asmalle RTT), the sendeshouldrandomiz
the period betwea the ping messages.

beforced to re-reaiestpacletsfor areliableservice In ary
caseonepossiblesolutionto the abore prodem is for the
sendeto pumposelydropa pacletto testif thereceverwill
re-requestit asthe absenceof a repeged request for the
droppedpacletwouldindicatea potentialDoSattack.Note
thatthis is a backwardcompmtible techniaie that could be
usednsteadf thepropsednonetechniaie[6]. Neverthe-
less,herewe focus on bandvidth-stealingscenariosvhere
therecevers areforced to re-requesdroppedpacletsfor a
reliableservice.

Oncethe RCP senderestimatesRTT and the paclet-
loss-ratio,it cancompute the TCP-friendy rate.However,
becase theseparametes can vary significantly duiing a
flow’s lifetime, we apply the methals develgpedfor TCP-
Friendly Rate Contrd (TFRC) [10] to estimatethe TCP-
friendly ratein real time. Namely while existing use of
TFRC focuseson setting the transmissionrate basedon
RTT andlossmeasurerants,we utilize TFRCto verify TCP
friendlinessusingthe actualRTT (measurd via the ping
agernt) andlossmeasuremntsincurred by the RCPflow it-
self.

In [25], Pateletal. desigedanendpointschemavhose
goalisto verify TCPfriendinessin thecontext of untrusted
mokle code.The key differerce betweenour schemeand
theonefrom [25] is thatour schemaimsto thwartpossible
receivermisbehaiors, andhencedoesnot requre ary co-
opeagtionfrom a poterially maliciousrecever. Moreover,
in contiastto the schemefrom [25], which compaes the
TCP sendingrate to the TCP-friendly equationrate [22],
ourschemeappliesthe TFRCpratocolto estimatehe TCP-
friendly ratein realtime. This is particdarly important in
the presene of highly dynanic baclgrourd traffic; while
beingan equatiorbasedscheme TFRC managsto adap
to relatively shorttime-scaleavailable-tandwidthfluctua-
tions[3].

Finally, by comparing the measuredhroudhput (based
on the numter of paclets sent)and the throughpt com-
putedby the TFRCagent, thecortrol agentis ableto detect,
andevertually purish, a misbelaving receiver. We do not
implenmentthe contrd module in this work, asour primary
goalis to explore the ability of the above schemeo accu-
rately detectrecever misbehaiors. Alternativesto punish
include rate-limiting and prefeentially droping paclets.
However, given thatthe schemecanindeedaccuraely de-
tectmisbehaing recevers(to be shavn belaw), the sender
may simply disconnet the misbehaing client, andin that
way discourag potentially malicious recevers from the
temptatian to stealbandvidth.

5.2. DetectingMisbehaviors

5.21. TFRC Agent To robustly detectmisbehaing re-
cevers, it is essentialto first evaluate the TFRC agents



accuncgy in measurig TCP friendliness.Compued TFRC
throughput may deviate from actual TCP throudhput due
to measuremnterras (low RTT samplingresolutia, ping
paclets sentonceper secondetc.), systemdynanics, and
inaccuaciesin theunderlying TCP equdion. Thus,to man-
agethe detectionschemes falsepositives(incorrectdecla-
ration of a non-maliciows flow as malicious), suchinaccu-
raciesmustbeincorporatedinto the detectiornprocess.

We corduct ns simulation experiments and con-
sideralink sharedby a numker of TCP Sackflows (varied
from 1 to 600). Thelink implemens RED queuemanage-
men and has capacityl0Mb/s; we setthe buffer length
min_thresh and maxthreshto 2.5, 0.25 and 1.25 times
the bandvidth-delay product, respectiely. The round
trip time is 50ms. Unlessothewise indicated,thesepa-
ramders are used throughou the paper. We perfam a
nunber of simulations,and preseh averag results to-
gether with 95%  confidenceintervals.

To establisha baselineof TFRC's behaior, we first
mount the TFRC agen on the senderside of a sender
basedTCP Sack[11] flow and presentthe resultsin Fig-
ure7. Thefigure depids theratio of measued (TCP Sack)
vs. computed (by the TFRC agett) throughpus asa func-
tion of the paclet lossratio. Whenthe measured/s. com-
puted throughp ratio is one,this indicatesthatthe TFRC
agen exactly matcheshe TCP Sackthroughpu. Obsere
thatthisis indeedthecasefor low pacletlossratios(for the
cune labeledas“TCP Sack”).As the paclet lossratio in-
creasesthe curve modeately increasesindicating a slight
corsenatism of the TFRC agentas the throughpit com-
puted by the TFRC agentis slightly lower thanthe mea-
suredT CP Sackthroughpu. The prodem of TFRC corser
vatismhasbeenstudiedin depthin refelence[32]. In sum-
mary, thethroughpu computedby the TFRCagentdeviates
from the TCP Sackthroughput, yetthe deviation is moder
ate,evenfor highpacletlossratios.
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Figure 7. TFRC agent mounted on the sender
side of a well-beha ved (a) TCP Sack and (b)
RCP Sack

Finally, we repeatthe above experiment,but nov mourt

theTFRCagentonthe RCPsendeiasin Figure6. Obsene
that the ratio of the measued (RCP Sack)vs. compued
throughpu is somevhat higher thanin the above sender
basedTCP Sackscenario.lndeed, RCP Sackhasan im-

provedlossrecovery mectanism(seereferance[14] for de-
tails) andconsegentlyimprovesthroudhput. Thekey prob-

lem is the sendersides difficulty in determiring whether
thereceieris trying to optimizeits perfamanceporis sim-

ply stealingbandwidh. We treatthis prodem in detail in

Section5.3.Here,we obtairedtherefererce measuremnt-
basedprdfile for a behaing RCPflow, which we will next

useto demanstratethe capabilityof anendpointschemeo

detectevenmodeatereceier misbehaiors.

5.22. Detecing Misbehaving Receiers Here, we im-
plemen a misbehaing RCP nodethat re-tunesits conges-
tion contiol paranetersa, 5, andRTO attherecever.
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Figure 8. Misbehaving receiver re-tunes the
additive-increase parameter «
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Wefirst re-tutnetheaddtive-incieaseparanetera andre-
peatthe expeiment above. Figure 8 depictsthe measured
vs. compued throughput ratio for misbehaing recevers
(having « of 4, 9, 16 and 25), togetherwith the samera-
tio for thebehaing RCPflow having o = 1. Recallthatthe
left-most pointonthecurve correspndsto low lossandex-
perimentsin which the RCP flow competeswith a single
TCP Sackflow, whereaghe right-most point on the curve
correspondgo high loss and a single RCP flow compet-
ing with 600 TCP Sackflows. Obsere first that the mea-
suredvs.computedthroudhputratiosfor misbehaing flows
clearly differ from the behaing flows’ profile, indicating
a strongpotentialfor misbehaior detection(to be demm-
stratedbelaw). Secondpbsenrethatthethroughptt ratiofor
misbehaing flows is appioximatelypropational to +/a as
predcted by the modelexceptfor extrenmely low aggega-
tion regimes (e.g, p = 0.03 in which a single RCP flow
competeswith asingleTCP Sackflow). In suchlow aggre-
gatian caseswhile the misbehaing flow indeedtakessig-
nificantly more bandwidh thanthe competing TCP Sack
flow (nat shawn), it is unalte to fully utilize the bandvidth
dueto frequentbacloffs.



Next, we explore misbehaiors that re-ture the
multiplicative-deereaseparaneter 8 and the retrarsmis-
sion timeout paraneter RTO. Due to spaceconstraits,
we skip the resultsand point aninterestedreaderto refer
ence[16]. The mostinterestingresultis certairty the one
shawing thatby retunirg theminRTO andmaxR™D param-
eterssimultaneasly, it is possibleto transfam RCP (and
TCP)into a powerful DoStool.

5.23. Detection Threshold Here we evaluate the
sende's ability to detectrecever misbehaiors and study
the false-alarm probability and correct misbehaior-
detectim prokability. Denotemeasthr as the throughpu
measued by the RCPsenderandcompthr asthethroud-
put computed by the TFRC agent(as shavn in Figure
6). Next, derote k as the threshold paraneter and de-
fine P(k) as

meas_thr

P(k) = Prob( comp thr

> k). (3)
For exanple, P(1) denoteghe probaility thatthe mea-
suredvs. computed throughpu ratio is larger than one
wherras P(2) is the probability that the the measured
throughput is more thantwice the compuedone If there-
ceiver is behaing, then P(k) is the false-alarm proba-
bility (i.e., we falsely concluc that the recever is mis-
belaving with probability P(k)). On the other hand
if the recever is misbelaving, then P(k) is the cor
rect misbehaior-detectionprobability (i.e., we correctly
corclude that the recever is misbehaing with probabil-

ity P(k)).
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Figure 9. Detecting out-of-pr ofile flows

Figure 9 plots the false alarm probability (for the be-
having RCP flow), togetherwith the correctmisbehaior-
detectim prokabilitiesfor threemodeatelymisbehaing re-
ceivers (exact paranetersare shavn in the figure). We set
thepacletlossratioto 0.15representig ascenarion which
the throuchput ratio deviates (appoximately) the mostas
indicaedin Figure7. Conseqently, thefalse-alarnpraba-
bility for the behaing RCP flow is largest,indicatingthat

this scenariois the most challerging from the detection
poirt of view.

Thekey obserationsfrom Figure9 areasfollows. First,
notethe tradeof in settingthe threshdd paraneterk. If it
istoosmall(e.g.,k = 1), we areableto detectthe misbe-
having recevers with high prabability, but the falsealarm
prabability is alsoone.On the other hand,if it is settoo
high(e.g.,k = 3), thefalsealarmprobability becaneszero,
but the correct misbehaior-detectio prokability also be-
comeszero.However, obsere thatthe fact that the false-
alarmprobability decreasefaster(for smallerk), makesit
possibleto setthethreshdd (e.g, ¥ = 1.8 in this scenario),
suchthatthefalsepositvesareacceptaly small,yetwe are
ableto detectall of the above cheaterswith high probabil-
ity. Thus, this worst-casescenaricconfirns the high preci-
sionof theendpointschemen detectig awide rangeof re-
ceiver misbehaiors. However, we will next shov that set-
ting the paraneterk incurs an additioral challengewhen
confrontedwith versionsof TCP emplg/ing perfamance
enhacements.

5.3. AdvancedCongeston Control Mechanisms

Thereis a significantbodyof work proppsedto improve
the TCP perfamancen wirelesservironmeris, wherehigh
chamel lossesmay disprgortiorately degrade TCP Sack
performane. Here,we briefly explain two well-known pro-
tocols, TCP-ELN [2] and TCP Westwood [4]. TCP-ELN
has beenproposedto distinguishwirelessrandm losses
from congestionlosses.It relies on an exterral trigger to
classify the losses,andfastretransmitdost seggmeris due
to wirelesserras without decreasinglown the congestion
window. It hasbeenshawn in [14] that whenthis mecha-
nismis appliedin thereceiverdrivenprotacol scenaripthe
throughpu improvemerts are quite significart (we repea
this experimentandconfirmtheresultbelon). Anothe pro-
tocol thatsignificantlyimprovesthe throughpu over wire-
lesslinks is TCP Westwood (seedetailsin [4]), andit is
expectedthat the samemechaism could provide further
throughpu improvemerts in recever-driven protacols. Be-
low, we focus on RCP-ELN and do not further consider
senderor recever-basedl CP Westwood.

We first simulatean RCP-ELNflow in alossywireless-
like environmen. Figure10 depictsthe measured's. com-
putedthroughput ratioasafunction of loss.Obsenethatthe
RCP-ELNthroughpt ratio increasesignificantlyascom-
paredto the RCP Sackprofile, indicating that RCP-ELN
indeedsignificarilly improvesthroughput, e.g.,achieving a
six-fold increasedor alossratio of 0.17. However, the key
problemis thatfrom the sendeiperspectie, the RCP-ELN
flow is difficult to distinguishfrom a misbehaing flow.

Figure11 depictsthe false-alarnprobability for the be-
having RCP-ELN flow for a paclet lossratio of 0.15 To
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Figure 11. From the sender's perspective ,

RCP-ELN looks like a misbeha ving flow

emphasizethe detectionproblem, we also plot the correct
misbelavior detectionprokabilities (without arny advarced
corgestioncontol mechaisms),with maliciowsly re-tuined
paraneters(i) a = 25, (i) § = 0.9, and(iii) a = 25 and
B = 0.9. Obsenre thatusinga smallthresholde.g.,k = 1)
ensues a high detectionprobability for ary of the above
misbelaviors, but we also falsely detectthe RCP-ELN as
malicious. However, simplyincreasilg thethreshdd k does
noteliminatetheprablem.For examge, for £ = 4, thefalse
alarmprohability for ELN-RCPis still one,while theproba-
bility to detectmisbehaiors (i) and(ii) hasalreadydropped
to zewo. Finally, by usingaverylargek (e.g.,.k = 7 in this
scenarid, we have an acceptaly smallfalsealarm proba-
bility for RCP-ELN,but areat the sametime unableto de-
tectary of the (quite severe)recever misbehaiors.

Thus, theseexperimentsillustrate a fundamentaltrade-
off betweensystemperfamanceand security (the abil-
ity to detectbandvidth stealers)as both canna be maxi-
mized simultaneusly. Ironically, while advancedconges-
tion contrd mechaisms at the recever significantly im-
prove throughput, the resultingfalse-alarnprobability fur-
therincreasesfurther emplasizingthetradeof. We believe
that setting the paraneter k to a larger value strikes the
bestbalancefor the file- or streamingseners in the Inter
net. A large value proteds senersfrom severe denialof-
serviceattacks,while enalling innovation in protacol de-

sign by presering the performane benefitsof recever
centrictranspat pratocols.Thedownsideis thefactthatwe
areunableto detectsomebandwidh stealersin contrast,
strictly enfordng todays TCP-Sackhroughpu profile via
alowerk wouldindeedmaleit possibleto catchevenmod-
estbandvidth stealersHowever, a small k would remove
mostof the RCPbenefitsandindeedremove theincentve
for designinganddegoying enhancedl CP stacks.

6. Short Time ScaleMisbehavior

The secureRCP senderis desigred to detectrecever
manipulations of congetion contiol paraneters(e.g., «,
B, RTO) thatwould enalte the recever to stealbandvidth
over longertime periads.Hence thesemisbelaviors canbe
detectedon longer time-scalesHowever, very short-lived
flows transmittingup to tensor hundeds of paclets are
comnon in todays Intemet dueto web traffic. Below, we
treatthe prodem of shorttime-scalemisbehaiors anddis-
cusspossiblesolutions.

6.1. Initial Congestion Window

We considerweb RCP flows that increase their initial
congestionwindow in orderto obtain decreasedespoise
time. The web-trowsing simulationscenarioconsistsof a
pod of clientsanda pod of web-serers, while the bot-
tlenecklink is 10Mbps. We adop the mockl developedin
[7] in which clientsinitiate sessiondgrom rancbmly chosen
web sites(the sener pod) with several web pages down-
loadedfrom eachsite. Each page consistsof several ob-
jects,whicharedownloadedby eitherTCPor RCR deperl-
ing on the client (all the senersin the pod suppat both
options). There is a singlemisbehaing client in the client
pod, which usesa mis-configued RCP (detailsare given
belaw), while the other clients from the pod behae and
useunmalified TCP Sack.
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While it may apper attractve for a maliciousclient to
maximally increasetheinitial window sizeparametekV in
order to stealmore and more bardwidth, this is not nec-
essarilya goodoption especiallyin more congestecrvi-
rorments.This s illustratedin Figure12, wherewe setthe
link utilization to 90%, and the maliciows clients setsthe
initial window sizeparaneterW to 100 paclets.Here,this
grealy usersignificantlydegradesnot only the backgound
traffic (notshavn), but alsodegradedts ownresponséimes
(shawn in thefigure) by anorder of magritude. This degra-
dationis dueto the factthatwhenthe malicioususersends
large burstsof requests,it forces the web sener to reply
with large burstsof datapaclets,mary of which arethem-
selheslostin thecongetion. Thesepacletlossedorceeven
the RCP userto enterthe exporential bacloff phaseand
degradesits responsdime. To overcomethe above prob-
lem, the maliciows userneedgo “turn off” the exponential
bacloff timers. We do this by re-turing the RTO parame-
terto 100ms.In this way, the malicioususeris ablebothto
“push-out” and significantly degrade the backgourd traf-
fic, andatthesametime improveits own responséimes,as
alsoshowvnin thefigure.

6.2. Solutions

Here, we explore two possiblesolutiors to the above
shot-time-scale misbehaiors. The first is to rate-limit
flows, which while effective in thwarting cheates, is a
nonwork consering solution in which it is prodem-
atic to determinethe apprgriate rate. The secondsolu-
tion is to have a “smart” RCP client at the senderside
that would enface a “TCP-friendly’ exporential win-
dow increase.lt would estimatethe RTT to the client,
and releasethe data paclets accordngly. While also ef-
fective in thwarting cheatersthis apprach unfortunately
mitigatessomeof the benefitsof RCP

Rev. mlsbehz;vmg - Snd. unprotected
Rcv. mishehaving - Snd. rate-limited ==-----
Rcv. well-behaving - Snd. unprotected «------+

Response time (sec)
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Figure 13. Protecting against shor t-time-

scale misbeha viors

To study the perfamanceof the above solutions,we
compute and plot in Figure 13 the file-respose timesin

threedifferent scenaris for the RCP flow with the avail-
able bandwidh of 10Mb/s andRTT of 50ms: (i) whena
maliciows usersetstheinitial window W to 100pacletsand
the senderdoesnot ratelimit (labeledas“Rcv. misbeha-
ing - Snd.unpiotected”) (ii) therecever setsiWW = 100, but
thesenderratelimits to 200kb/s (“Rcv. misbehaing - Snd.
rate-limited) and(iii) the recever is well behaing andis
not rate-limited(“Rcv. well-behaving - Snd.unpiotected”).
Figurel3illustratesproblemsin settingtherate-limitvalue.
Settingit to 200Kb/s degradesthe file response¢imessig-
nificantly, asshovn in Figure13.

But the key insight from the above expeiiment is that
usinga large initial window sizescan significarily (up to
tentimesin theabove scenario andmuchmorein larger
bandvidth networks) improve file respoise times. Such
methalologes have beenstudiedin depthin [23, 33, 34],
but in the context of sendetbased TCP, where the web-
senerincreasesheinitial window sizein anattemptto im-
prove systemperfamance However, in therecever-driven
RCPscenariojt is hardto distinguishwhetherthereceier
is jump-startingthe TCP flow or is simply malicious.Thus,
applying rate limiting or the “smart” RCP client methal-
ology mayindeedpratect the systemaganst recever mis-
behaior, but at the sametime prevents attemptsas in
[23, 33, 34] to improve perfomance.This illustratesthe
tradedf betweensystemsecurityand perfamancein that
strict enfacementof protocd ruleswould not only reduce
performane, but would alsoinhibit pratocolinnovation.

However, eitherrate-limiting or a“smart” RCPclienthas
to bestrictly applied becaseareceverwith anexcessiely
large W in comhbinationwith manipuatedexponentialback-
off timers can significantly degrade the legitimate back-
ground traffic (Figure12). Yet, applyirg ary of the short-
time-scaleprotection methoalogiesinevitably reduesthe
incentive for recevvers to useRCP for short-lived flows, as
sendetbasedl CP enhamedwith jump-startingmethalolo-
giesis ableto achieve the bestrespose-timecurve from
Figure13without ary securitycorsiderations.

7. Conclusions

Receverdriven transprt proto®ls delegae key con-
trol functiors to recevers.While this radically new prato-
col designachieves significantperfamanceand function-
ality gans in a variety of wirelessandwireline scenaris,
we showved that a high concetration of cortrol functiors
available at the recever leadsto an extreme vulnerability.
Namely recevers would have boththemears andincentive
to tampe with the congestioncontmol algorithm for their
own bendits. We analyzeda set of easy-toimplemern re-
ceivermisbehaiors andanalytically quantifiedthe substan-
tial berefitsthata malicious client canachieve.



We evaluateda setof state-of-tle-artnetwork-basedso-
lutions, and proposedand analyzeda set of end-mint so-
lutions. Our findings areasfollows. (1) Network-basedso-
lutions are fundamentallylimited in their ability to detect
and purish even severe endpant misbehaiors. (2) End-
poirt solutioncanaccuatelydetectongtime-scaleecever
misbelaviors andstrictly enfacethe TCP-friendlyrate,but
suchenfacemenentirelyremosestheperfomancebenefits
of recever-driven protacols. (3) In thefile- andstreaming-
sener scenaris, it is possibleto strike an acceptabléal-
ancebetweenpratocol perfamane on onehand,andvul-
neraility to misbehaers on the other due to the fact
that moceratebandvidth stealersdo not repesenta criti-
cal threatto the systemsecurity (4) On the contray, short
time-scalerecever misbehsiors can extrenmely degrade
the respmsetimes of well-betaving clientsin the HTTP-
sener scenarioshencesuchsenershave to strictly apply
sendetbasedshot-time-scalepratection mechaisms;un-
fortunately suchmechaisms canoftenlimit the recever
driven TCP perfamanceto a level whichis belowthelevel
achievableby sendetbasedT CP.
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