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Abstract

Smoothing traffic flows at the network edge to reduce their burstiness has been shown to have significant benefits for video-
on-demand systems and deterministic services. In this paper, we investigate the relative abilities of smoothing and buffering
to improve a network’s admissible region for end-to-end delay-bounded statistical services. In single multiplexer systems, we
show that buffering outperforms smoothing for any delay bound and loss probability. We find that this behavior is due not only
to statistical buffer sharing, but also to heterogeneity ofthe traffic flows’ time scales. In multi-node scenarios, key issues for
buffering and smoothing are user QoS requirements, traffic characteristics, and route length. For example, we find that as the
number of hops traversed increases, the advantages of buffering diminish due to node-to-node buffer partitioning; andwhile
smoothing is asymptotically superior, we find that in practice, the “critical route length” required to realize a smoothing gain is
so large that buffering results in larger admissible regions, even in many multi-node scenarios.
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1 Introduction

In guaranteed quality-of-service communication, one expects that the greater a source’s burstiness in terms of
peak-to-average rate ratio, temporal correlation, etc., the greater its network resource requirements. This intuitive
observation motivatestraffic smoothing, in which a flow’s burstiness is reduced at the network edge to achieve a
variety of goals, including the reduction of network resource demands.

Indeed, in the literature, smoothing has been shown to be beneficial in a number of scenarios. For example, for
deterministic QoS guarantees, smoothing can have significant advantages inmulti-hop rate-controlled networks
[8,12]. Moreover, smoothing can also have significant benefits in video-on-demand systems in which traffic pat-
terns are known in advance, clients may “work ahead” and prefetch video frames, and delay requirements are not
strict [5,14,16,19,20]. Finally, networks in which traffic flows are smoothed but not buffered are more tractable
than buffered networks, and a number of studies have considered such scenarios [4,9,15]. However, despite such
potential advantages of smoothing, it is not yet clear what the services and scenarios are in which smoothing can
improve a network’s admissible region.

In this paper, we investigate the effectiveness of traffic smoothing in end-to-end delay-bounded statistical and
deterministic services. Towards this end, we conduct a comparative studyof two systems: (1) asmoothing system
in which traffic flows are smoothed at the network edge with a maximum delayD and then are serviced by a
network of bufferless multiplexers, and (2) abuffering systemin which the same traffic flows arenot smoothed,
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and are serviced by a network of buffered multiplexers, which also provide a maximum end-to-end delayD. For a
given end-to-end delay requirementD and loss probabilityP

l

(which may be 0 for the special case of deterministic
service), we compare the admissible regions of the two systems and identify the key factors that influence their
relative performance.

A fundamental issue for smoothing and buffering is the relative extent to which network resources are partitioned
vs. shared. First, in the smoothing system, each flow’s smoothing buffers are individually partitioned, while in the
buffering system, flows share a common buffer. Thus, an obvious property of the buffering system is that it can
attain a statistical multiplexing gain from statistically sharing a common resource. However, we will show that
there is a further advantage of the buffering system that is not immediately evident, namely, a gain due to sources
with differentcritical time scalessharing a resource. A key observation is that this gain derives solely from time
scale heterogeneity and is therefore available in both deterministic and statistical buffering systems, i.e., it is not
an artifact of statistical sharing. We illustrate this aspect of buffer sharing using deterministic delay calculus [2]
and show how heterogeneous sources can obtain a buffering gain under deterministic services in which statistical
multiplexing gains are not available.

Consequently, due to the aforementioned advantages of resource sharing, we show using sample path analysis
that in the case of a single multiplexer, the buffering system has a greater admissible region than the smoothing
system for any end-to-end delay bound and loss probability, includinga loss probability of zero for deterministic
service. We experimentally quantify the buffering system’s advantages using simulations and admission control
experiments with both periodic on-off sources and long traces of compressed video. As an illustrative example
with on-off sources and a delay of 70 msec, we find that the buffering system achieves an admissible region 30%
larger than the smoothing system’s, while the advantage is 10% for video sources.

We next turn to multiple node networks. Here again at issue is partitioning vs. sharing of network resources: in
multi-node scenarios, a flow’s end-to-end delay budget and hence buffering is partitionedamong network nodes.
Consequently, the significant advantages of buffering found in the single-node case are lessened in multi-node
scenarios. We formally establish this property by showing that under certain conditions, there exists acritical
route lengthH� such that if the number of hops traversed is less thanH

�, the buffering system’s admissible
region is larger than that of the smoothing system, whereas atH

� hops and beyond, either the admissible regions
are equivalent or smoothing is superior. We experimentally investigate this result and find that the flows’ traffic
characteristics strongly influenceH�: for periodic on-off sources,H� tends to be moderate, on the order of 6 to 9
hops in typical examples of Section 4; in contrast, for more bursty video sources, we findH� to be so large that
smoothing is unable to improve the admissible region for end-to-end statistical services.

Finally, in addition to traffic characteristics, we find that user QoS requirements also play a key role in the relative
merits of smoothing and buffering. We formalize this by using envelope-based admission control tests [11] to show
that the critical route lengthH� is a non-decreasing function of the loss probabilityP

l

. Indeed, with the most
stringent QoS requirement ofP

l

= 0 for deterministic service,H� can be one. This concurs with previous studies
of deterministicservices which demonstrated that smoothing traffic at the network edge can produce significant
utilization gains in many multi-hop scenarios [8,12].

Thus, we study the relative merits of the two systems from the perspective of partitioning vs. sharing of network
resources. By employing a number of analytical techniques, including deterministic delay calculus, sample path
analysis, and statistical traffic envelopes, we show that statistical resource sharing, heterogeneity of time scales,
and node-to-node buffer partitioning play key roles in these systems’ admissible regions. Moreover, we explore the
impact of several important system parameters such as route length, QoS requirements, and traffic characteristics
on the smoothing/buffering systems. We find that in stark contrast to deterministic services and video-on-demand
systems, smoothing for delay-bounded statistical services is of limited utility, and in many cases is detrimental
towards improving a network’s admissible region.

The remainder of this paper is organized as follows. In Section 2 we describethe smoothing and buffering
systems. Next, in Section 3 we consider partitioning and sharing issues in the case of a single network multiplexer
while in Section 4 we consider multi-node networks. In both cases, we perform experimental investigations. Finally,
in Section 5, we conclude.



2 System Description

In this paper, we compare the relative merits of smoothing and buffering for end-to-end QoS by studying the
performance of two related systems: asmoothing systemS, and abuffering systemB. Denoting a traffic flow’s
maximum allowable end-to-end delay asD, the smoothing system allocates the delay budget to traffic shapers at
the network edge, while the buffering system allocates all of the delay budget to buffers inside the network.

2.1 The Smoothing System

In the smoothing systemS, each traffic flow is smoothed or shaped at the network edge and is serviced by
a network of bufferless multiplexers. The delay incurred in the smoothing element can be bounded as follows.
Denoting the arrivals of traffic flowj in the interval[s; s+ t] asA

j

[s; s+ t], a non-decreasing subadditive function
b

j

(t) is said to be a deterministic envelope of flowj [2] if A
j

[s; s+ t] � b

j

(t) 8s; t > 0:

The smoothing element can be characterized by an envelope^

b

j

(t) such that by delaying packets as required,
traffic flow j’s arrivals are bounded by^b

j

(t) at the output of the smoother. The delay incurred by smoothing a
traffic flow with envelopeb(t) to one with envelope^b(t) is bounded byD = max

s�0

f(

^

b

�1

(b(s)) � s)

+

g which
can be interpreted as the maximum horizontal distance between the two envelopesb and^b [3,8,12]. In this paper
(and in [12,15]), a traffic flow is smoothed with a buffered first-comefirst-serve server with rate

c

j

= max

t�0

b

j

(t)

t+D

(1)

which is the minimum smoothing rate such that the smoothing delay isno larger thanD.
Observe that with bufferless multiplexers inside the network, themaximum end-to-end delay is also bounded by

D. Moreover, without network buffers, loss occurs in a multiplexer whenever the aggregate input rate exceeds the
multiplexer’s link capacity. Throughout this paper, we will study the loss probability and end-to-end delay behavior
of this system.

2.2 The Buffering System

In the buffering systemB, traffic is transmitted into the network without incurring any delaysdue to smoothing
(or one can view that the traffic smoother has an envelope with^

b

j

(t) = b

j

(t) for all t, and hence the traffic is not
delayed by the smoother). In this case, the user’s end-to-end delay budgetD is allocated to queueing delays inside
the network’s buffers.

In this system, backlogged traffic is serviced in first-come-first-serve order, and each network node employs
delay-jitter control [6]. A delay-jitter controller at thehth hop holds packetk of connectionj for Dh�1

j

� �

h�1

j;k

seconds before queueing it, whereDh�1

j

is connectionj’s delay bound at nodeh� 1 and�h�1
j;k

is the actual delay
incurred by packetk of connectionj at nodeh�1. Consequently, if traffic flowj’s arrivals in[s; t] areA

j

[s; t] at the
entrance of the network, they areA

j

[s�

P

H

h=1

D

h

j

; t�

P

H

h=1

D

h

j

] at the entrance of theHth queue. Because the
arrival sequence at theHth queue is a constant-delayed version of the original sequence, we can analyze networks
of buffered multiplexers using the same properties ofA at each network node.

While consideration of buffered networks without delay-jitter control is beyond the scope of this paper, our
techniques can be extended torate-controlled servers [18] using techniques such as in [11], or to more general
classes of networks using other techniques for end-to-end performance evaluation, e.g., [1,13].



2.3 Experimental Workload

Throughout this paper we use two sources for admission control and simulation experiments: a periodic on-off
source and a 30 minute trace of an MPEG-compressed video of an action movie. The periodic on-off source can be
characterized by three parameters, i.e., the on periodTon, the off periodToff , and the peak rateR. The parameters
that we use areTon = 83 msec,Toff = 750 msec andR = 5:87 Mbps. The MPEG video trace exhibits rate
variations over multiple time scales and has an average rate of 583 Kbps and apeak rate of 5.87 Mbps. Finally, we
consider networks of FCFS servers with 45 Mbps link capacity in all simulations and admission control tests.

3 Smoothing vs. Buffering: The Single Node Case

Here, we show analytically and demonstrate experimentally that for the single node case, the buffering system
attains a higher (or same) admissible region than the smoothing system for any end-to-end delay boundD and
loss probabilityP

l

. Our analysis is based on sample path behavior and addresses both deterministic and statistical
services within the same framework. We find that heterogeneity of the sources’ time scales and statistical multi-
plexing gains account for buffering’s relative advantage to smoothing. We quantify these results using simulation
and admission control experiments.

3.1 Loss in Delay-Bounded System

We next use sample path analysis to show that for any arrival sequence the loss in the buffering system is less
than that in the smoothing system. By demonstrating this for any sample path, the result is quite general and applies
to both deterministic and statistical services.

To show this, we first note that the busy period of a finite buffer FCFS server is smaller than that of an infinite
buffer FCFS server when loss occurs, and the duration of this busy period is dependent on the buffer sizeB. We
refer to such a busy period in a finite buffer FCFS server as afinite buffer busy periodand denote it byF . We are
interested only in the buffer dynamics within finite buffer busy periods since this is where loss occurs. Without loss
of generality, we assume a finite buffer busy period of interest,F , starts at time 0. The aggregate arrival from the
beginning ofF up to timet is denoted byA(t), and the link capacity of the server isC.
Lemma 1 In a single node buffering systemB, the loss in any finite buffer busy periodF , L

B

(F ), is L
B

(F ) =

max (sup

t2F

(A(t)� Ct)�B; 0).2
The proof can be found in [17]. Roughly, this lemma states that if there is a loss in a finite buffer FCFS server,

the size of the loss is determined by maximizingA(t)�Ct�B for t in the corresponding busy period. Figure 1(a)
illustrates Lemma 1 by depicting a sample path of a finite buffer and an infinite buffer queue. Note that while there
is loss of sizeL

1

at timet
1

, L
B

(F ) is achieved att� > t

1

whereL
1

is also accounted for. This result provides an
analytical tool to obtain Theorem 1 as follows.
Theorem 1 In a single node system in which all flows have delay boundD, the admissible region of the buffering
systemB is larger than or identical to that of the smoothing systemS, for both deterministic and statistical services.

Proof: We prove the theorem on a sample path basis. Since the link capacity is C, the buffer size ofB is
B = CD. For each finite buffer busy periodF where loss occurs, lett� be the maximizingt in Lemma 1. The
ending time ofF , which we denote byt

e

, satisfiest
e

� t

�

+D since the buffer is full att�.
Note thatA(t�) in B is smoothed toA

s

(t

s

) in S, i.e.,A
s

(t

s

) = A(t

�

). We also havet� � t

s

� t

�

+D since
A

s

is deterministically smoothed and thust
s

� t

e

.
Denote the loss during[0; t

s

] in S by L
S

(t

s

). The serviceS provides during[0; t
s

] is upper bounded byCt
s

.
Then we haveL

S

(t

s

) � A

s

(t

s

) � C � t

s

sinceS has a bufferless multiplexer. Furthermore,L

S

(F ) = L

S

(t

e

) �

L

S

(t

s

) � A

s

(t

s

)� C � t

s

= A(t

�

)� C � t

s

.
On the other hand, according to Lemma 1, the loss inB in F is L

B

(F ) = A(t

�

) � C � t

�

� B. We thus have
L

S

(F )� L

B

(F ) � B + C � t

�

� C � t

s

� B � C �D = 0.
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Fig. 1. Illustration of Lemma 1 and Theorem 1

We have shown that for each finite buffer busy period where loss occurs inB, there is a loss of equal or larger
size inS in the same period. Since this is true for each sample path,B is capable of admitting more (or the same
number of) flows thanS for both deterministic and statistical services.2

3.2 Heterogeneity-of-Time-Scales Gain of Buffering

An apparent explanation for Theorem 1 is that the statistical multiplexing gain in the buffering systemB out-
weighs any advantages of smoothing. However, this explanation fails for deterministic services, in which resources
are allocated according to theworst casescenario, and statistical sharing cannot be exploited since no loss can oc-
cur for deterministic service. Here, we show using deterministic delay calculus [2] that heterogeneity of the traffic
flows’ time scales partially accounts for the superiority of the buffering system.

Consider a single node buffering systemB and smoothing systemS and a deterministic service with delay
boundD. Suppose there areN flows, each with traffic envelopeb

j

(t), j = 1; 2; : : : ; N . From Equation (1), the
required link capacity of the bufferless multiplexer inS, C

S

, is

C

S

=

N

X

j=1

c

j

=

N

X

j=1

�

max

t�0

b

j

(t)

t+D

�

(2)

We denote the maximizingt’s in Equation (2) byt�
j

, j = 1; 2; : : : ; N , and refer tot�
j

as sourcej’s “critical time
scale”.

In the buffering system, the minimum link capacity needed to support the same set of sources isC
B

=

max

t�0

�

P

N

j=1

b

j

(t)

t+D

�

. Observe thatC
B

� C

S

sincemax

t�0

P

N

j=1

b

j

(t)

t+D

�

P

N

j=1

max

t�0

b

j

(t)

t+D

. Thus, to support

the same set of sources, smoothing requires higher bandwidth. Note thatequalityholds only when the critical time
scalest�

j

of all sources are the same (homogeneous traffic satisfies this condition).
We now provide a simple example to illustrate the heterogeneity gainof buffering. Suppose there are two dual

leaky bucket flows with delay requirementD = 1 and traffic envelopesb
1

(t) = min(5t; 4 + t) and b
2

(t) =

min(3t; 4 + t). From Equation (2),c
1

= 2:5 andc
2

= 2. On the other hand, if we multiplex the two sources, the
envelope for the aggregate traffic isb(t) = min(8t; 4 + 4t; 8 + 2t), and the capacity required for the buffering
system for the same delay bound isC

B

= 4, whileC
S

= c

1

+ c

2

= 4:5.

3.3 Experiments

Here, we perform a set of simulations and admission control experimentsto quantify the extent to which the
buffering system outperforms the smoothing system in the singlenode case.
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Fig. 2. Simulation Results for Periodic On-off Sources

Figure 2 shows the results for periodic on-off sources. For Figure 2(a), we use simulations to experimentally
determine these systems’ admissible regions by finding the maximumnumber of traffic flows that can be supported
for a given QoS requirement. The figure depicts this number of flows (scaled to average utilization) vs. delay bound
for a loss probability of10�3. As expected from Theorem 1, the figure shows that the buffering systemachieves
a larger admissible region than the smoothing system, with the twocurves converging at low delays, since with
D � 0, both systems behave as a single bufferless multiplexer. We also note that for larger delay bounds, the
buffering system’s utilization is significantly higher than the smoothing system’s; for example, the difference is
approximately 30% when the delay bound is 70 msec.

For Figure 2(b), we fix the number of flows in both systems such that the utilization is 67.4% and depict loss
probability vs. delay bound. Here, the loss probability of the buffering system is one to two orders of magnitude
below that of the smoothing system for delay bounds above 40 msec.
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Fig. 3. Simulation Results for Video Traces

Figure 3 depicts the results of analogous experiments using traces of MPEG-compressed video. For Figure 3(a),
observe that the buffering system again has a larger admissible region,although the shapes of these curves differ
from those of Figure 2(a). In particular, here the admissible region for the buffering system increases sharply for
delays of up to 10 msec and then flattens considerably. This behavior indicates that while short time scale frame-
to-frame rate variations are easily absorbed by network buffers, buffering is ineffective at absorbing longer time
scale scene-to-scene rate variations and hence the admissible region flattens[10]. Comparing the buffering and
smoothing curves, the difference between the two admissible regions is approximately 10% utilization.

In Figure 3(b), we fix the utilization to 89.5% and depict the experimental loss probability. As was the case for
on-off sources, the buffering system’s loss probability is significantly lower than the smoothing system’s.

Thus, the above experiments quantify the advantages of the buffering system outlined in Sections 3.1 and 3.2
for single multiplexer networks, and indicate that in practice, the buffering system can achieve utilizations of 10%
to 30% greater than the smoothing system depending on the characteristics of the traffic flows.



4 Buffering, Smoothing, and Multi-Hop Networks

In single node networks, we showed that buffering systems always achieve larger admissible regions than
smoothing systems. However, this is not necessarily the case in multi-node scenarios. Here, we show that due
to node-to-node partitioning of a flow’s delay budget, the advantages of buffering over smoothing are reduced as
an increased number of hops are traversed. In particular, we demonstrate theexistence of acritical route lengthH�

such that for networks of at leastH� hops,smoothingachieves a larger admissible region than buffering. We then
investigate the impact of the quality of service parameters and traffic characteristics on the critical route length.

4.1 Critical Route LengthH�

The proposition below establishes whether a larger admissible regionis achieved by allocating an end-to-end de-
lay budget entirely to traffic smoothing at the network edge or by equallypartitioning the delay budget to queueing
delays in the network’s multiplexers.
Proposition 1 For identical traffic flows with delay boundD traversingH multiplexers with capacityC, there
exists acritical route lengthH� such that forH < H

�, B has a larger admissible region thanS; for all H � H

�

the admissible region ofB is smaller than (or the same as) that ofS.
Proof: Since the traffic is reshaped by a delay jitter controller at each node, loss along the path that a flow

traverses occurs independently. The loss and the end-to-end loss and delay-bound violation probabilityP
l

is given
by P

l

= 1 � (1 � P

l;n

)

H , whereP
l;n

is the loss probability at a single node [7]. Expanding the expression and
neglecting all higher order terms yieldsP

l

� H �P

l;n

. Hence ifP
l

andD are fixed, the per-node admissible regions
for bothB andS will decrease with increasingH . Furthermore, the buffer size at each node inB will also decrease
sinceB =

D

H

C. Thus the per-node admissible region ofB would asymptotically be that of the smoothing system
if the sources of both systems were the same. However,S admits smoothed streams, and thus asymptotically
outperformsB. On the other hand, according to Theorem 1,B is superior toS in single node, thus there exists an
H

� where the two systems’ admissible regions cross.2

With the existence ofH� established, the key issues for smoothing and buffering in multi-node networks are
(1) what is the expected range ofH� in practice, and (2) how do user QoS requirements and traffic characteristics
impactH�? We address these issues below.

4.2 H

� and Loss Probability

Here, we show that the critical route length is a non-decreasing function of loss probability, so that as user
QoS constraints become more restrictive, the smoothing system obtains a relative advantage. In the extreme case
of P

l

= 0 for deterministic service,H� can be one such that for two or more nodes, smoothing is superior to
buffering. However, for statistical services withP

l

> 0, we find thatH� can be quite large.
To explore these issues, we first introduce background on admissioncontrol for statistical services and buffered

multiplexers. We employ an algorithm that determines the per-node delay-bound-violation probability using rate-
variance traffic envelopes [10], and useP

l

� H �P

l;n

as discussed above for end-to-end calculations. In particular,
we characterize a traffic flow by the stochastic envelope
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and approximate the loss probability in a single node as
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wherem
j

is sourcej’s mean rate, and	(x) is the Gaussian tail probability	(x) =

1

p

2�
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1
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e
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=2

dt.
Theorem 2 For identical traffic flows with maximum end-to-end delay boundD, the critical route lengthH� is a
non-decreasing function ofP

l

for any traffic envelope�2(t).
Proof: Suppose the critical route length isH when the end-to-end QoS requirements are(D;P

1

). Consider a
flow W traversing exactlyH hops, with QoS requirements(D;P

1

). Then the admissible regions for a single node
in bothB andS along the pathW are the same and denoted byN

1

. Without loss of generality, we assumeB and
S provide the same node loss probability, i.e.,P

1;B;n

= P

1;S;n

.
Now suppose the end-to-end QoS requirements change to(D;P

2

), andP
2

< P

1

. The admissible region ofS
has to change toN

2

to satisfy the QoS change, and we haveN

2
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1

. To prove the theorem, it is equivalent to
prove thatS provides a lower node loss probability thanB for W when admittingN
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.

From Equation (4), we haveP
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, wherem is the mean rate of the flow and�2
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With these relationships established,P
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. Hence the theorem is established.2

We explore this result further by experimentally investigating theextent to which loss probability impacts the
critical route length. Figure 4 depictsH� vs.P

l

for on-off and video sources using the admission control algorithm
described above. Observe that both curves have the critical route length increasing withP

l

supporting Theorem 2.
Moreover, note that even for stringent loss probability requirements, the critical route length for the video trace is
quite large (greater than 30), indicating that buffering is preferable ina wide range of scenarios.
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4.3 The Impact of Traffic Characteristics onH�

In this section, we further evaluate the impact of the traffic characteristics onH�. Figure 5(a) depicts node
utilization vs. path length for periodic on-off sources with a loss requirement of10�3 and an end-to-end delay
budget of 125 msec. While the buffering system’s utilization is significantly higher for a single hop, the difference



decays quickly withH , so thatH�, the number of hops beyond which smoothing is equivalent or superior, is 6
hops.

Results for similar experiments with video traces with a loss probability requirement of10�3 and a delay budget
of 100 msec are shown in Figure 5(b). We see the same trend as for on-off sources, butH� is significantly larger,
between 40 to 50 hops.

Thus, while both Figure 5(a) and (b) support Proposition 1, it is noteworthy how widelyH� varies for these two
sources due to the different nature of their traffic characteristics.
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4.4 Utilization Ratio of Smoothing and Buffering Systems

In the experiments depicted in Figure 5(c), we further compare the smoothing and buffering systems by investi-
gating theratio of their admissible regions as a function of the number of hops traversed. The two curves represent
the respective admissible regions of deterministic service, computed using [2], and statistical service, as in the
experiments above. Notice that the point at which the ratio becomes greater than or equal to 1 isH�, the route
length at which the smoothing system becomes equivalent or superior. We make the following observations about
the figure.

First, note that for one hop, the smoothing-to-buffering utilization ratio does not exceed 1 for both deterministic
and statistical services, in agreement with Theorem 1. Moreover, for deterministic service the two systems attain
the same utilization with one hop. The reason for this is that this experiment considers homogeneous sources which
have identical critical time scales so that buffering’s heterogeneity-of-time-scalesgain (Section 3.2) is not available.

Second, notice that the curves for both deterministic and statistical services in Figure 5(c) have positive slopes.
This is in agreement with Proposition 1 which states that buffering’s advantages over smoothing diminish as the
number of hops traversed increases.

Finally, observe that the critical route lengths for deterministic andstatistical services are quite different. As
Theorem 2 points out,H� is a non-decreasing function of the loss probability and in these experimentsH�

= 1

for deterministic service andH�

= 6 for statistical service.

5 Conclusions

In this paper, we conducted a comparative study of smoothing and buffering for end-to-end QoS. For a single
multiplexer network, we demonstrated that buffering is superior to smoothing for both deterministic and statistical
services due to the flows’ heterogeneity of time scales, and for statistical services, a further gain from statisti-
cal buffer sharing. For multi-node networks, buffering’s superiority diminishes as the number of hops traversed
increases, and there is a “critical route length” beyond which smoothing is preferable. We further explored the



impact of other system parameters, including QoS requirements and traffic characteristics on the relative merits
of smoothing and buffering. We found that in contrast to video-on-demand systems and deterministic services, for
delay-bounded statistical services, a traffic flow’s end-to-end delay budgetis often better spent in network buffers
than in traffic smoothers at the network edge.
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