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Abstract

Smoothing traffic flows at the network edge to reduce theistingss has been shown to have significant benefits for video-

on-demand systems and deterministic services. In thisrpageinvestigate the relative abilities of smoothing andfdring

to improve a network’s admissible region for end-to-encagiddounded statistical services. In single multiplexestems, we
show that buffering outperforms smoothing for any delayrtaband loss probability. We find that this behavior is due mby o

to statistical buffer sharing, but also to heterogeneityheftraffic flows’ time scales. In multi-node scenarios, k&sues for
buffering and smoothing are user QoS requirements, trafficacteristics, and route length. For example, we find thaha
number of hops traversed increases, the advantages ofibgftéminish due to node-to-node buffer partitioning; amklile
smoothing is asymptotically superior, we find that in preetithe “critical route length” required to realize a smaaghgain is

so large that buffering results in larger admissible regi@ven in many multi-node scenarios.

Keywords:traffic smoothing, traffic shaping, end-to-end QoS, statsservice

1 Introduction

In guaranteed quality-of-service communication, one expects that thegeesburce’s burstiness in terms of
peak-to-average rate ratio, temporal correlation, etc., the greater itsrkegource requirements. This intuitive
observation motivateaffic smoothingin which a flow’s burstiness is reduced at the network edge to achieve a
variety of goals, including the reduction of network resource demands.

Indeed, in the literature, smoothing has been shown to be beneficial inlzenofrscenarios. For example, for
deterministic QoS guarantees, smoothing can have significant advantagea#tithop rate-controlled networks
[8,12]. Moreover, smoothing can also have significant benefits in visiedemand systems in which traffic pat-
terns are known in advance, clients may “work ahead” and prefetch video frames, apdetglirements are not
strict [5,14,16,19,20]. Finally, networks in which traffic flowsamoothed but not buffered are more tractable
than buffered networks, and a number of studies have considered suchae@hxil5]. However, despite such
potential advantages of smoothing, it is not yet clear what the services aratissaare in which smoothing can
improve a network’s admissible region.

In this paper, we investigate the effectiveness of traffic smoothingdrat@®nd delay-bounded statistical and
deterministic services. Towards this end, we conduct a comparativeatimyg systems: (1) amoothing system
in which traffic flows are smoothed at the network edge with a maximum delaynd then are serviced by a
network of bufferless multiplexers, and (2baffering systenin which the same traffic flows amot smoothed,
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and are serviced by a network of buffered multiplexers, which also peavitiaximum end-to-end deldy. For a
given end-to-end delay requiremdntand loss probability’;, (which may be 0 for the special case of deterministic
service), we compare the admissible regions of the two systems artdyidba key factors that influence their
relative performance.

A fundamentalissue for smoothing and buffering is the relative ¢xamhich network resources are partitioned
vs. shared. First, in the smoothing system, each flow’s smoothiifigrbare individually partitioned, while in the
buffering system, flows share a common buffer. Thus, an obviouspgopf the buffering system is that it can
attain a statistical multiplexing gain from statistically sharing a own resource. However, we will show that
there is a further advantage of the buffering system that is not imnedgetident, namely, a gain due to sources
with differentcritical time scalesharing a resource. A key observation is that this gain derives soletytinoe
scale heterogeneity and is therefore available in both deterministic atistisal buffering systems, i.e., it is not
an artifact of statistical sharing. We illustrate this aspect of bufferisparsing deterministic delay calculus [2]
and show how heterogeneous sources can obtain a buffering gain under dstarsenvices in which statistical
multiplexing gains are not available.

Consequently, due to the aforementioned advantages of resource sharstgpwrusing sample path analysis
that in the case of a single multiplexer, the buffering system hasaradmissible region than the smoothing
system for any end-to-end delay bound and loss probability, inclualiogs probability of zero for deterministic
service. We experimentally quantify the buffering system’s advantadgeg ssnulations and admission control
experiments with both periodic on-off sources and long traces of cosgmesdeo. As an illustrative example
with on-off sources and a delay of 70 msec, we find that the bufferingisyathieves an admissible region 30%
larger than the smoothing system’s, while the advantage is 10%deo\dources.

We next turn to multiple node networks. Here again at issue is joaitig vs. sharing of network resources: in
multi-node scenarios, a flow’s end-to-end delay budget and hence bgffepartitionedamong network nodes.
Consequently, the significant advantages of buffering found in thgdesimode case are lessened in multi-node
scenarios. We formally establish this property by showing that undésicesonditions, there exists aitical
route lengthH* such that if the number of hops traversed is less tHan the buffering system’s admissible
region is larger than that of the smoothing system, where&& dtops and beyond, either the admissible regions
are equivalent or smoothing is superior. We experimentally investitpd result and find that the flows’ traffic
characteristics strongly influendé&*: for periodic on-off sourcedI* tends to be moderate, on the order of 6 to 9
hops in typical examples of Section 4; in contrast, for more burstgosgburces, we findl * to be so large that
smoothing is unable to improve the admissible region for erelrtb statistical services.

Finally, in addition to traffic characteristics, we find that user QoS reguents also play a key role in the relative
merits of smoothing and buffering. We formalize this by using erpelbased admission control tests [11] to show
that the critical route lengtlif* is a non-decreasing function of the loss probabilty Indeed, with the most
stringent QoS requirement & = 0 for deterministic servicel{* can be one. This concurs with previous studies
of deterministicservices which demonstrated that smoothing traffic at the network edge adncprsignificant
utilization gains in many multi-hop scenarios [8,12].

Thus, we study the relative merits of the two systems from the petise of partitioning vs. sharing of network
resources. By employing a number of analytical techniques, including datstimdelay calculus, sample path
analysis, and statistical traffic envelopes, we show that statistical ceseharing, heterogeneity of time scales,
and node-to-node buffer partitioning play key roles in these systeunsissible regions. Moreover, we explore the
impact of several important system parameters such as route length, Qu®memus, and traffic characteristics
on the smoothing/buffering systems. We find that in stark contoadéterministic services and video-on-demand
systems, smoothing for delay-bounded statistical services is oklimitility, and in many cases is detrimental
towards improving a network’s admissible region.

The remainder of this paper is organized as follows. In Section 2 we desbheb&moothing and buffering
systems. Next, in Section 3 we consider partitioning and sharinggdaithe case of a single network multiplexer
while in Section 4 we consider multi-node networks. In both casesgrfenm experimental investigations. Finally,
in Section 5, we conclude.



2 System Description

In this paper, we compare the relative merits of smoothing and bufféoinend-to-end QoS by studying the
performance of two related systemssmoothing systers, and abuffering systenB. Denoting a traffic flow’s
maximum allowable end-to-end delay Bs the smoothing system allocates the delay budget to traffic shapers at
the network edge, while the buffering system allocates all of the delagdtud buffers inside the network.

2.1 The Smoothing System

In the smoothing systens, each traffic flow is smoothed or shaped at the network edge and is serviced by
a network of bufferless multiplexers. The delay incurred in the shingtelement can be bounded as follows.
Denoting the arrivals of traffic flow in the intervals, s + t] asA;[s, s + t], a non-decreasing subadditive function
b;(t) is said to be a deterministic envelope of flg\2] if A;[s,s + t] < b;(t) Vs,t > 0.

The smoothing element can be characterized by an envé}c()@esuch that by delaying packets as required,
traffic flow j's arrivals are bounded bl}fj(t) at the output of the smoother. The delay incurred by smoothing a
traffic flow with envelopéh(t) to one with envelopé(t) is bounded byD = maxszo{(ffl(b(s)) — s)*} which
can be interpreted as the maximum horizontal distance between the two envetopis(3,8,12]. In this paper
(andin [12,15]), a traffic flow is smoothed with a buffered first-cdirst-serve server with rate

1)

which is the minimum smoothing rate such that the smoothing delag iarger tharD.

Observe that with bufferless multiplexers inside the networkptagimum end-to-end delay is also bounded by
D. Moreover, without network buffers, loss occurs in a multiplexeendver the aggregate input rate exceeds the
multiplexer’s link capacity. Throughout this paper, we will stulg toss probability and end-to-end delay behavior
of this system.

2.2 The Buffering System

In the buffering systen®, traffic is transmitted into the network without incurring any deldys to smoothing
(or one can view that the traffic smoother has an envelopebyith = b;(t) for all ¢, and hence the traffic is not
delayed by the smoother). In this case, the user’s end-to-end delay ndgatiocated to queueing delays inside
the network’s buffers.

In this system, backlogged traffic is serviced in first-come-first-serderpand each network node employs
delay-jitter control [6]. A delay-jitter controller at thi¢" hop holds packet of connection; for D;?_l — 6]’?7;1

seconds before queueing it, Wheﬁbé_1 is connectiory’s delay bound at node — 1 and&’?;1 is the actual delay

]

incurred by packet of connectiory at nodeh— 1. Consequently, if traffic flovy’s arrivals in[s, t] areA4;[s, t] at the
entrance of the network, they asg[s — 3,/ | D, ¢ — ;' | D] at the entrance of the*" queue. Because the
arrival sequence at thé‘" queue is a constant-delayed version of the original sequence, we can analyaksetw
of buffered multiplexers using the same propertied @ft each network node.

While consideration of buffered networks without delay-jitter cohisdbeyond the scope of this paper, our
techniques can be extendedrade-controlled servers [18] using techniques such as in [11], or to morergen
classes of networks using other techniques for end-to-end performanocatevale.g., [1,13].



2.3 Experimental Workload

Throughout this paper we use two sources for admission control andagion experiments: a periodic on-off
source and a 30 minute trace of an MPEG-compressed video of an action mwwgeffodic on-off source can be
characterized by three parameters, i.e., the on p&igadthe off periodl ¢, and the peak ratB. The parameters
that we use ar@on = 83 msec, T = 750 msec andR = 5.87 Mbps. The MPEG video trace exhibits rate
variations over multiple time scales and has an average rate of 583 Kbpgpaa# eate of 5.87 Mbps. Finally, we
consider networks of FCFS servers with 45 Mbps link capacity in all sittaris and admission control tests.

3 Smoothing vs. Buffering: The Single Node Case

Here, we show analytically and demonstrate experimentally that for théesiode case, the buffering system
attains a higher (or same) admissible region than the smoothingnsyet any end-to-end delay bouti and
loss probabilityP;. Our analysis is based on sample path behavior and addresses both dstieramudi statistical
services within the same framework. We find that heterogeneity of theesiuime scales and statistical multi-
plexing gains account for buffering’s relative advantage to smootMifeggquantify these results using simulation
and admission control experiments.

3.1 Lossin Delay-Bounded System

We next use sample path analysis to show that for any arrival sequenossha the buffering system is less
than that in the smoothing system. By demonstrating this for anylsgmagh, the result is quite general and applies
to both deterministic and statistical services.

To show this, we first note that the busy period of a finite buffeFE&erver is smaller than that of an infinite
buffer FCFS server when loss occurs, and the duration of this busydgeritependent on the buffer size We
refer to such a busy period in a finite buffer FCFS server fasite buffer busy periodnd denote it by'. We are
interested only in the buffer dynamics within finite buffer busy pasisince this is where loss occurs. Without loss
of generality, we assume a finite buffer busy period of inted@sttarts at time 0. The aggregate arrival from the
beginning ofF" up to timet is denoted byA(¢), and the link capacity of the serveras
Lemmal In a single node buffering systef the loss in any finite buffer busy peridd Lz(F), is Lg(F) =
max (sup,cp(A(t) — Ct) — B,0).0

The proof can be found in [17]. Roughly, this lemma states that iktiea loss in a finite buffer FCFS server,
the size of the loss is determined by maximizitg) — C't — B for ¢ in the corresponding busy period. Figure 1(a)
illustrates Lemma 1 by depicting a sample path of a finite buffer and amitenbuffer queue. Note that while there
is loss of sizel, attimet;, Lg(F') is achieved at* > t; whereL; is also accounted for. This result provides an
analytical tool to obtain Theorem 1 as follows.

Theorem 1 In a single node system in which all flows have delay baunthe admissible region of the buffering
systents is larger than or identical to that of the smoothing syst&nfior both deterministic and statistical services.

Proof: We prove the theorem on a sample path basis. Since the link gajsa€li the buffer size of3 is
B = CD. For each finite buffer busy periafl where loss occurs, lét be the maximizing in Lemma 1. The
ending time ofF’, which we denote by., satisfies. > t* + D since the buffer is full at*.

Note thatA(¢*) in B is smoothed tod,(t5) in S, i.e., A;(ts) = A(t*). We also have* < t; < t* + D since
A, is deterministically smoothed and thts< t..

Denote the loss durin, t;] in S by Ls(ts). The serviceS provides durind0, ¢,] is upper bounded bg't,.
Then we havd.s(ts) > As(ts) — C - t; sinceS has a bufferless multiplexer. Furthermofg;(F) = Ls(t.) >
LS(ts) Z As(ts) -C- ts = A(t*) -C- ts-

On the other hand, according to Lemma 1, the losS in F'is Lg(F) = A(t*) — C - t* — B. We thus have
Ls(F)—Lg(F)>B+C-t*—C-t;>B—-C-D =0.
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Fig. 1. lllustration of Lemma 1 and Theorem 1

We have shown that for each finite buffer busy period where loss occiitstivere is a loss of equal or larger
size inS in the same period. Since this is true for each sample it capable of admitting more (or the same
number of) flows tha for both deterministic and statistical services.

3.2 Heterogeneity-of-Time-Scales Gain of Buffering

An apparent explanation for Theorem 1 is that the statistical multipdegain in the buffering systeifi out-
weighs any advantages of smoothing. However, this explanation fadieferministic services, in which resources
are allocated according to terst casescenario, and statistical sharing cannot be exploited since no loss can oc-
cur for deterministic service. Here, we show using deterministic delaylcal§2] that heterogeneity of the traffic
flows’ time scales partially accounts for the superiority of the buffggystem.

Consider a single node buffering systé#mand smoothing syster and a deterministic service with delay
boundD. Suppose there a®¥ flows, each with traffic envelopg (¢), j = 1,2,..., N. From Equation (1), the
required link capacity of the bufferless multiplexerShCs, is

cs_zcj_z{t>oﬁ—(%} @

We denote the maximizings in Equation (2) byt;, j = 1,2,..., N, and refer ta} as sourcg’s “critical time
scale”.
In the buffering system, the minimum link capacity needed to suppertsdme set of sources (S =
Do, i)

maxg>o . Observe thaf’s < Cs sincemax;>g Z] 1 t+D < Z 1 Maxy>o J() . Thus, to support

t+D t+
the same set of sources, smoothing requires higher bandwidth. Mwégytralityholds only when the critical time
scaleg; of all sources are the same (homogeneous traffic satisfies this condition)

We now provide a simple example to illustrate the heterogeneityafdinffering. Suppose there are two dual
leaky bucket flows with delay requiremeit = 1 and traffic envelopes, (t) = min(5¢,4 + ¢) and by (t) =
min(3t,4 + t). From Equation (2)¢; = 2.5 andc, = 2. On the other hand, if we multiplex the two sources, the
envelope for the aggregate trafficti§) = min(8¢,4 + 4¢,8 + 2t), and the capacity required for the buffering
system for the same delay boundls = 4, while Cs = ¢; + ¢2 = 4.5.

3.3 Experiments

Here, we perform a set of simulations and admission control experir@ntsantify the extent to which the
buffering system outperforms the smoothing system in the simgie case.
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Fig. 2. Simulation Results for Periodic On-off Sources

Figure 2 shows the results for periodic on-off sources. For Ei@(a), we use simulations to experimentally
determine these systems’ admissible regions by finding the maximuamber of traffic flows that can be supported
for a given QoS requirement. The figure depicts this number of flows@talaverage utilization) vs. delay bound
for a loss probability ofil0—3. As expected from Theorem 1, the figure shows that the buffering systbiaves
a larger admissible region than the smoothing system, with thectumes converging at low delays, since with
D = 0, both systems behave as a single bufferless multiplexer. We alsdtmadtfor larger delay bounds, the
buffering system’s utilization is significantly higher than the sthatg system’s; for example, the difference is
approximately 30% when the delay bound is 70 msec.

For Figure 2(b), we fix the number of flows in both systems such ttetitilization is 67.4% and depict loss
probability vs. delay bound. Here, the loss probability of the dmirfig system is one to two orders of magnitude
below that of the smoothing system for delay bounds above 40 msec.
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Fig. 3. Simulation Results for Video Traces

Figure 3 depicts the results of analogous experiments using tracestsEMBPmpressed video. For Figure 3(a),
observe that the buffering system again has a larger admissible rafitooygh the shapes of these curves differ
from those of Figure 2(a). In particular, here the admissible refpothe buffering system increases sharply for
delays of up to 10 msec and then flattens considerably. This behavior esltbat while short time scale frame-
to-frame rate variations are easily absorbed by network buffers, uiffesiineffective at absorbing longer time
scale scene-to-scene rate variations and hence the admissible region flddte@mparing the buffering and
smoothing curves, the difference between the two admissible regiappiroximately 10% utilization.

In Figure 3(b), we fix the utilization to 89.5% and depict the experital loss probability. As was the case for
on-off sources, the buffering system’s loss probability is igantly lower than the smoothing system’s.

Thus, the above experiments quantify the advantages of the buffgstens outlined in Sections 3.1 and 3.2
for single multiplexer networks, and indicate that in practice, théshmig system can achieve utilizations of 10%
to 30% greater than the smoothing system depending on the charactefittiesraffic flows.



4 Buffering, Smoothing, and Multi-Hop Networks

In single node networks, we showed that buffering systems alwaysvaclaeger admissible regions than
smoothing systems. However, this is not necessarily the case in-moaki scenarios. Here, we show that due
to node-to-node partitioning of a flow’s delay budget, the advantaiglesfiering over smoothing are reduced as
an increased number of hops are traversed. In particular, we demonstexéstbace of &ritical route lengthH *
such that for networks of at lea&t* hops,smoothingachieves a larger admissible region than buffering. We then
investigate the impact of the quality of service parameters and traffic chasticson the critical route length.

4.1 Critical Route Lengthi *

The proposition below establishes whether a larger admissible risgachieved by allocating an end-to-end de-
lay budget entirely to traffic smoothing at the network edge or by eqpalttioning the delay budget to queueing
delays in the network’s multiplexers.

Proposition 1 For identical traffic flows with delay bount? traversing H multiplexers with capacity’, there
exists acritical route length/{* such that forH < H*, B has a larger admissible region thasy forall H > H*
the admissible region df is smaller than (or the same as) that®f

Proof: Since the traffic is reshaped by a delay jitter controller at each nasealong the path that a flow
traverses occurs independently. The loss and the end-to-end loss anthaletealviolation probability?; is given
by , =1-(1- P,,)%, whereP,,, is the loss probability at a single node [7]. Expanding the exgioesand
neglecting all higher order terms yields ~ H - P, ,,. Hence ifF, andD are fixed, the per-node admissible regions
for both B andS will decrease with increasing . Furthermore, the buffer size at each nodg will also decrease
sinceB = %C. Thus the per-node admissible regionbivould asymptotically be that of the smoothing system
if the sources of both systems were the same. Howeverdmits smoothed streams, and thus asymptotically
outperformsB. On the other hand, according to Theoren84is superior taS in single node, thus there exists an
H* where the two systems’ admissible regions crass.

With the existence off* established, the key issues for smoothing and buffering in matlemetworks are
(1) what is the expected range B in practice, and (2) how do user QoS requirements and traffic characteristics
impactH*? We address these issues below.

4.2 H* and Loss Probability

Here, we show that the critical route length is a non-decreasing functitows® probability, so that as user
QoS constraints become more restrictive, the smoothing system htagtative advantage. In the extreme case
of P, = 0 for deterministic service[* can be one such that for two or more nodes, smoothing is superior to
buffering. However, for statistical services with > 0, we find thatHd* can be quite large.

To explore these issues, we first introduce background on admissirol for statistical services and buffered
multiplexers. We employ an algorithm that determines the per-node-tielaryd-violation probability using rate-
variance traffic envelopes [10], and uBe~ H - P, ,, as discussed above for end-to-end calculations. In particular,
we characterize a traffic flow by the stochastic envelope

0;2' (t) =Var <7Aj [s,ts + t]> 3
and approximate the loss probability in a single node as

Ct+D)—t> ;m;
t Zj U?(t)

(4)

P~ max v



wherem; is sourcej’s mean rate, an@(z) is the Gaussian tail probabiliy (z) = \/LZ_F [ e~t/24t.
Theorem 2 For identical traffic flows with maximum end-to-end delay bodhdhe critical route length* is a
non-decreasing function d, for any traffic envelope?(t).

Proof: Suppose the critical route lengthAswhen the end-to-end QoS requirements @e P, ). Consider a
flow T traversing exactlyd hops, with QoS requirement®, P, ). Then the admissible regions for a single node
in both 5 andS along the pathiV are the same and denoted Ny. Without loss of generality, we assunfeand
S provide the same node loss probability, iRz, = Pi s n.

Now suppose the end-to-end QoS requirements chan@e,tf»), andP, < P;. The admissible region &
has to change tdV, to satisfy the QoS change, and we havie < N;. To prove the theorem, it is equivalent to
prove thatS provides a lower node loss probability thBrfor W when admittingV, flows, i.e.,Ps s, < P2 5 p.

H ~ C—mN H ; ;
From Equation (4), we havi, s, ~ ¥ (—\/stl ) , wherem is the mean rate of the flow and, is the variance

of the smoothed trace. Similarl, s, ~ ¥ (f/;v_?x?) andP, 5, ~ ¥ (%) , whereB = £, and

o%(t) is the rate-variance function of interval lengtm Equation (3), and* is the maximizing in Equation (4).
With these relationships establishéd, 3 ., = P; s, iS equivalent to

C—le_C‘Fg—le (5)
vVNios \/Nlo'g(t*)

; : ~C—mNy C—mN2+B/t* : —mN» C+E-—mN,
SinceN; < N, we haves—"# > &—~5 7= And from Equation (5), we hav@m 2 o)

. N oo , N c+tﬁ,—mN2) (c+tﬁ*—mN2)
Sincet* may not be the maximizing for N, flows, t', P> 5, ~ ¥ (7\/]@%@,) > v aos () >

v (%:22) ~ P s . Hence the theorem is established.

We explore this result further by experimentally investigatingakient to which loss probability impacts the
critical route length. Figure 4 depict$* vs. P, for on-off and video sources using the admission control algorithm
described above. Observe that both curves have the critical route lengghsing withP, supporting Theorem 2.
Moreover, note that even for stringent loss probability requiremémdscritical route length for the video trace is
quite large (greater than 30), indicating that buffering is preferatdeside range of scenarios.

10y 50y

9
45

8

35

) =) -2 -1 30 4 =)

10 10 10 10 10° 10° 1
P 8

(a) Periodic On-off SourcedX = 125 msec) (b) Video TracesD = 100 msec)

2 -1

10 10

Fig. 4. H* vs. P,

4.3 The Impact of Traffic Characteristics éfi*

In this section, we further evaluate the impact of the traffic charactristi H*. Figure 5(a) depicts node
utilization vs. path length for periodic on-off sources with a losguirement oftl0—2 and an end-to-end delay
budget of 125 msec. While the buffering system’s utilization isiicamtly higher for a single hop, the difference



decays quickly withH, so thatH*, the number of hops beyond which smoothing is equivalent or supé&xi6
hops.

Results for similar experiments with video traces with a loss proiabéiquirement ofl0~2 and a delay budget
of 100 msec are shown in Figure 5(b). We see the same trend as fof smiades, buff* is significantly larger,
between 40 to 50 hops.

Thus, while both Figure 5(a) and (b) support Proposition &, iitidteworthy how widelyZ* varies for these two
sources due to the different nature of their traffic characteristics.
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4.4 Utilization Ratio of Smoothing and Buffering Systems

In the experiments depicted in Figure 5(c), we further compare thethingand buffering systems by investi-
gating theratio of their admissible regions as a function of the number of hopstsad. The two curves represent
the respective admissible regions of deterministic service, compsiad [P], and statistical service, as in the
experiments above. Notice that the point at which the ratio becomes greateorttequal to 1 id1*, the route
length at which the smoothing system becomes equivalent or superioraéethre following observations about
the figure.

First, note that for one hop, the smoothing-to-bufferingzaiion ratio does not exceed 1 for both deterministic
and statistical services, in agreement with Theorem 1. Moreover, for detstimsgrvice the two systems attain
the same utilization with one hop. The reason for this is that thigement considers homogeneous sources which
have identical critical time scales so that buffering’s heterogeneityrad-scales gain (Section 3.2) is not available.

Second, notice that the curves for both deterministic and statisticategim Figure 5(c) have positive slopes.
This is in agreement with Proposition 1 which states that buffering/satdiges over smoothing diminish as the
number of hops traversed increases.

Finally, observe that the critical route lengths for deterministic stadistical services are quite different. As
Theorem 2 points outt* is a non-decreasing function of the loss probability and in these imxeetsH* = 1
for deterministic service anH* = 6 for statistical service.

5 Conclusions

In this paper, we conducted a comparative study of smoothing and Imgffieni end-to-end QoS. For a single
multiplexer network, we demonstrated that buffering is superiomoathing for both deterministic and statistical
services due to the flows’ heterogeneity of time scales, and for statisticates, a further gain from statisti-
cal buffer sharing. For multi-node networks, buffering’s supdyatiminishes as the number of hops traversed
increases, and there is a “critical route length” beyond which smootbipgeferable. We further explored the



impact of other system parameters, including QoS requirements and traffacthastics on the relative merits
of smoothing and buffering. We found that in contrast to video-emand systems and deterministic services, for
delay-bounded statistical services, a traffic flow’s end-to-end delay bisgdgién better spent in network buffers
than in traffic smoothers at the network edge.

References

[1] C. Chang. Sample path large deviations and intree n&sv@ueueing Systems, Theory and Applicatj@tX1-2):7-36,
1995.
[2] R. Cruz. A calculus for network delay, part | : Network elents in isolation]EEE Transactions on Information Theory
37(1):114-121, January 1991.
[8] R. Cruz. Quality of service guarantees in virtual citcewitched networks. IEEE Journal on Selected Areas in
Communications13(6):1048-1056, August 1995.
[4] A. Elwalid and D. Mitra. Traffic shaping at a network nodbkeory, optimum design, admission control. Rroceedings
of IEEE INFOCOM '97 Kobe, Japan, April 1997.
[5] W. Feng and J. Rexford. A comparison of bandwidth smawhéchniques for the transmission of prerecorded comgdess
video. InProceedings of IEEE INFOCOM '9'Kobe, Japan, April 1997.
[6] D. Ferrari. Design and applications of a delay jitter tohscheme for packet-switching internetwork€omputer
Communications15(6):367-373, July 1992.
[7] D. Ferrari and D. Verma. A scheme for real-time chann&l@isshment in wide-area networkdEEE Journal on Selected
Areas in Communication$(3):368-379, April 1990.
[8] L. Georgiadis, R. Guérin, V. Peris, and K. Sivarajanfid&nt network QoS provisioning based on per node traffipstta
IEEE/ACM Transactions on Networking(4):482-501, August 1996.
[9] M. Grossglauser, S. Keshay, and D. Tse. RCBR: A simpleddficient service for multiple time-scale traffitEEE/ACM
Transactions on Networking(6):741-755, December 1997.
[10] E. Knightly. Second moment resource allocation in irsérvice networks. IfProceedings of ACM SIGMETRICS 97
pages 181-191, Seattle, WA, June 1997.
[11] E. Knightly. Enforceable quality of service guarargder bursty traffic streams. IRroceedings of IEEE INFOCOM '98
San Francisco, CA, March 1998.
[12] E. Knightly and P. Rossaro. On the effects of smoothorgitterministic QoSDistributed Systems Engineering Journal:
Special Issue on Quality of Servjeg1):3-15, March 1997.
[13] J. Kurose. On computing per-session performance t®imhkigh-speed multi-hop computer networks Piioceedings of
ACM SIGMETRICS '92pages 128-139, Newport, RI, June 1992.
[14] J. McManus and K. Ross. Video-on-demand over ATM: camistate transmission and transpotEEE Journal on
Selected Areas in Communicatioig(6):1087—1098, August 1996.
[15] M. Reisslein, K. Ross, and S. Rajagopal. Guaranteeatisical QoS to regulated traffic: the multiple node cate.
Proceedings of 37th IEEE Conference on Decision and Canteshpa, FL, December 1998.
[16] J. Salehi, Z. Zhang, J. Kurose, and D. Towsley. Suppgitiored video: Reducing rate variability and end-to-ersburce
requirements through optimal smoothingEE/ACM Transactions on Networking(4):397-410, August 1998.
[17] T. Wu. Efficient Statistical Service Provisioning in Broadbandwarks M.S. Thesis, Rice University, May 1999.
[18] H. Zhang and D. Ferrari. Rate-controlled service giiees. Journal of High Speed Network3(4):389—-412, 1994.
[19] J. Zzhang and J. Hui. Applying traffic smoothing techr@guor quality of service control in VBR video transmissions
Computer Communication21(4):375-89, April 1998.
[20] Z. Zhang, J. Kurose, J. Salehi, and D. Towsley. Smogttsiatistical multiplexing, and call admission contral $tored
video. IEEE Journal on Selected Areas in Communicatjdri6):1148—66, August 1997.



