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ABSTRACT

Wireless IEEE 802.11 networks in residences, small busess
and public “hot spots” typically encounter theéreline access link
(DSL, cable modem, T1, etc.) as the slowest and most expensiv
part of the end-to-end path. Consequently, network arctoites
have been proposed that employ multiple wireless hops ite rou
and from the wired Internet. Unfortunately, use of curreridia
access and transport protocols for such systems can neseltére
unfairness and even starvation for flows that are an inargasim-
ber of hops away from a wired Internet entry point. Our oljeds
to study fairness and end-to-end performance in multihopless
backhaul networks via the following methodology. First, de
velop a formal reference model that characterizes obgsthuch
as removing spatial bias (i.e., providing performance ihatde-
pendent of the number of wireless hops to a wire) and maximizi
spatial reuse. Second, we perform an extensive set of diomla
experiments to quantify the impact of the key performanctofs
towards achieving these goals. For example, we study ttes rol
of the MAC protocol, end-to-end congestion control, antetath-
nology, and traffic types. Next, we develop and study a tisted
layer 2 fairness algorithm which targets to achieve thenésis of
the reference model without modification to TCP. Finally,stedy
the critical relationship between fairness and aggregdeteighput
and in particular study the fairness-constrained systgradaty of
multihop wireless backhaul networks.

Categories and Subject Descriptors

C.2.1 [Computer-Communication Networks]: Network Archi-
tecture and DesignWireless communication
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1. INTRODUCTION

Today, commercial wireless LANs can achieve throughpufglof
Mb/sec and beyond. Yet, for residences and public placesjgh-
puts remain dismally slower due to slomired backhaul connec-
tions in the hundreds of kb/sec range as provided by DSL decab
modems. While achieving higher-speed wireline backhauldsi-
dences and “hot spots” is technically feasible, it is unfoately not
economicallyfeasible to match the capacity of the backhaul link
to that of the wireless LAN. Consequently, a number of redear
and commercial efforts are developingrelessbackhaul networks
that forego costly wired infrastructure via wirelessly tirhlopping
to a high-speed and low-cost wired Internet entry point sasha
metropolitan network operations center or a universityl[g, Fig-
ure 1 illustrates such an architecture in which traffic isv@rded
over multiple wireless “Transit Access Points” (TAPS) iute to
or from the wired Internet.
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Figure 1: lllustration of Multihop Wireless Backhaul

Unfortunately, current protocols are severely inadequnedehiev-
ing the design goals of multihop wireless backhaul networks
particular, existing protocols result in severe unfaisjgmor per-
formance, and in some cases, starvation, for users located m
than one hop away from the wired entry point.

The contributions of this paper are as follows. First, we-pro
vide a formal reference model that characterizes the edfiair-
ness and throughput objectives for multihop wireless backhet-
works. The model differs from classical max-min fairnesgd4
well as proportional fairness as targeted by TCP [18] in thé}



does not penalize multihop flows vs. spatial and RTT bia$, (ii
achieves fairness at the TAP-aggregate granularity vs. di@am-
ularity,! (ii) is temporal fair vs. throughput fair as is essential fo
multi-rate wireless links [12, 28, 29], and (iv) maximizgzatal
reuse subject to the first three constraints.

Next, we perform an extensive set of simulation experimants
characterize the relative performance impact of the ketpfachat
influence fairness and capacity including: (i) the mediaeasqro-
tocol and use of CSMA with and without Collision Avoidanci) (
the use of sector antennas to increase spatial reuse aedsyat
pacity, (iii) the use of TCP to achieve fairness and capadiifgc-
tives, (iv) multi-rate channels and their impact on faises

Next, we develop a simple layer-2 Inter-TAP Fairness Algoni
(IFA) which seeks to achieve the reference model's goalsavia
distributed algorithm operating purely within the multfhavire-
less network as compared to TCP’s end-to-end approach. dhe k
mechanism of IFA is a local fairness computation at each T t
is forwarded upstream such that a flow is throttled at itseagr
TAP to its network-wide fair rate. While complete developmef
such an algorithm that would consider all implementatiotaite
is beyond the scope of this work, we utilize IFA to experinadigt
study this class of solutions. In addition to system fac{grsiv)
above, we consider the impact of the joint use of TCP and IFA on
fairness and capacity. Moreover, we show that IFA provides-
nodeperformance isolation: a TCP or UDP flow from any TAP is
ensured its fair share even in the presence of non-resgotmaific
originating from other TAPs.

Finally, we utilize the fairness reference model to expfaimess-
constrained system capacity. In particular, previousietuslich as
[15] consider network capacityithoutfairness constraints, which
can result in significant unfairness were a protocol to zeasuch
a capacity: for example, in certain scenarios a capacityimiaing
strategy would give all bandwidth to one-hop flows and stamuéti-
hop flows. Thus, we explicitly characterize the link betwéan
ness and capacity with a particular focus on multihop wieleack-
haul networks (i.e., we do not consider general ad hoc né&syor

Our main experimental findings are as follows. First, we firat t
scenarios such as in Figure 1 result in “hidden terminalsl’ ‘am-
formation asymmetry” which results in near starvation ctogam
flows for any combination of UDP, TCP, CSMA, and CSMA/CA.
On the other hand, the use of sector antennas mitigatesrttis p
lem yet still results in throughputs as low as 24% of the tmge
value of the reference model due to inefficiencies and siamifi
spatial bias introduced by TCP. In contrast, simulationthuhe
Inter-TAP Fairness Algorithm show that a multi-hop layerigoa
rithm can achieve near-perfect fairness and 76% and 71%seof th
total available capacity for CSMA and CSMA/CA respectivelg
100% throughput is not feasible due to collisions and retras-
sions, such throughputs are quite close to the maximum\zathiee
under such MACs [3]. Moreover, throttling flows at their irgs
points to their system-wide fair rate has the side effectitifyating
the effects of hidden terminals and information asymmetithout
any modification to CSMA nor CSMA/CA. Finally, with TCP and
IFA, flows obtain throughputs of 59% to 75% of that targeted by
the reference model, without requiring any changes to TGR.Sa

The remainder of this paper is organized as follows. Next, in
Section 2 we present the fairness reference model. We tsimto
lation experiments with current protocols establishinggbiae sim-
ulations in Section 3 and considering multiple performaiactors
in Section 4. In Section 5, we develop IFA and evaluate itéoper

1That is, the targeted service granularity is per-customesi{
dence, hot spot, etc.) vs. per-TCP-micro-flow. Within a oor’s
ingress aggregate flow, sub-flows are also treated fairly.

mance. In Section 6, we explore the relationship betweetesys
capacity and fairness under multiple fairness referenogefsoFi-
nally, in Section 7 we review related work and in Section 8 we
conclude.

2. PERFORMANCE AND FAIRNESS OBJEC-
TIVES

In this section, we present background on fairness and elevis
formal definition of the fairness objectives for multihopreless
backhaul networks.

2.1 Background on Fairness

A fairness reference model provides a formal idealized @bje
tive that can be used as a target and benchmark for protosigrde
and as a tool for studying alternatives for a network’s fagsiand
performance objectives.

For a singlewired node, the fairness objective is immediate and
is defined by max-min fairness [1] and realized by fair quegei
[26]. Yet for awirelessnetwork, even in a simple case with a sin-
gle access point, the fairness objective must consideregaurce
which is to be fairly allocated. If the resourcetisoughput then
IEEE 802.11 performance degrades considerably as all flatsim
their throughput to that of the flow with the lowest qualityacimel
(see [12]). On the other hand, if the resourcdinse (see [29]),
then all users are assured an equal time share of channskasoe
that users with high quality channels can obtain througlyairs
independent of the channel qualities of others. Likewisersiwith
poor channels are also guaranteed their fair time sharaidmvay,
time-share fairness provides the desirable “performasclation”
property and avoids the “performance anomaly” of througfigiv-
ness.

For multihop wirelinenetworks, there are multiple possible fair-
ness objectives, including extending max-min fairness titipie
resources [1] as targeted in the ATM fairness literature pmd
portional fairness [18, 23] as targeted by TCP, i.e., TCRexels
throughput inversely proportional to round-trip-timetbigy penal-
izing longer-distance higher-path-length flows. nltihop wire-
less networks, defining the fairness objective must also address
contention neighborhoods and variable rate channels.

Yet, despite significant progress in fairness in multihopeline
and wireless networks, no existing reference model captheede-
sign objectives of multihop wireless backhaul networksug,twe
formally define such a system’s fairness and throughputctitgs
as follows.

2.2 TAP Fairness Reference Model

The reference model for fairness in multihop wireless backh
networks has the following four objectives. First, the &egl gran-
ularity of fairness is a TAP-aggregated flow. In particuleach
TAP corresponds to a single residence, small business t@pbt
and this TAP’s traffic should be treated as a single aggregate
dependent of the number of TCP micro-flows or mobile devices
supported by the TAPs. While fairness can be weighted among
TAPs according to pricing or other system-wide objectithe,ba-
sic fairness granularity is a per-TAP aggregate.

Second, maximal spatial reuse must be ensured subject to the
first constraint. That is, network resources can be recldiime
TAP-aggregated flows when they are unused either due to fack o
demand or in cases of sufficient demand in which flows areesottl
necked elsewhere.

Third, spatial bias must be eliminated to ensure that nodes o
hop away from a wired entry point do not receive a disproparti
ately greater share of resources than nodes multiple hopy. aw



This property is essential for deployability of multihopreless
backhaul architectures to ensure that users do not sufferfarp
mance penalty for not having a wireline Internet connection

Fourth,timerather than throughput should be considered as the
basic network resource that needs to be fairly shared.

In the Appendix, we present a precise mathematical fornmunat
for the above design objectives. In addition to the abovesicbn
erations, the reference model considers the shared-meaipect
of wireless networks, namely, that collections of nodesdarieled
into contention neighborhoods in which, for example, resgitraf-
fic contends with outgoing traffic (unlike wireline netwoyk3hus,
this fairness reference model differs from classical dbjes in the
fairness granularity (TAP aggregated vs. per-node or per}flthe
basic resource considered (time vs. throughput), spatiggoties
(no spatial bias and maximum spatial reuse), and the meaiurh (
tirate shared wireless channels vs. wired links).

Finally, note that there is a critical link between fairnessl to-
tal system throughput (i.e., the sum of all flow throughpui®is
relationship is established in Section 6 and further disiousof the
fairness literature is presented in Section 7.

3. UDP BASELINE SCENARIO

Our experimental objective is to study the key performamace f
tors of end-to-end performance and fairness via consideraif
multiple fairness algorithms [uncontrolled (continugusacklogged
UDP), TCP-SACK, and IFA], media access protocols [CSMA and
CSMAJ/CA], channel models [constant rate, Ricean], anteaob-
nologies [omni directional, sector], traffic types [contiusly back-
logged, variable rate], as well as multiple topologies aod #ce-
narios. We present results from a fractional factorial eixpental
design that considers most combinations (and hence itiemag
of the above factors with average results of multiple 50 sdats-
2 simulation runs reported.

3.1 Scenario
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Figure 2: Parking Lot Scenario

In this section we establish a baseline scenario for exmarim
tal performance analysis that consists of the first fact@ach set
above and with a “parking lot” topology and flow scenario as de
picted in Figure Z The name of the scenario is intended to convey
a situation analogous to many cars simultaneously attewnpti
leave a parking lot and the resulting congestion and lackaiof
ness that ensues. This scenario has 4 TAPs, each servirfgra dif
ent number of wireless devices which we refer to as MobiletdJni
(MUs), and all traffic is destined to the wired Internet. Ntiat
this scenario represents a single branch in the accessdpigteat
in Figure 1. If different branches are placed on orthogorejden-
cies or are sufficiently spatially separated, then the testitained
for a single branch represent system-wide behavior. On tther o
hand, if different branches are within radio range (an issy®nd

2TA(#) denotes the aggregate traffic flow ingressing at TAP

the scope of this study), then throughputs will be corredpagly

lower due to increased contention and interference. In agg,ave
will consider multiple branch lengths and different flow sagos
in addition to this baseline case.

We use CSMA as the MAC protocol from MUs to TAPs as well
as from TAP to TAP and consider that MU-TAP and TAP-TAP
transmission occurs on orthogonal channels. We simulatesios
with 3, 5 and 20 MUs per TAP and depict the results for 5 MUs per
TAP, as this factor has negligible impact on the aggregataitih-
put that we consider. Each MU is continuously backlogged and
generates UDP traffic with 1000 byte packets. The channelisat
constant and has 2 Mb/sec capacity and there is no additiouad
trip time from the wired Internet. Moreover, the baselinersrio
considers that TAPs two or more hops away are not in carriesese
range.

3.2 Results

Figure 3 depicts the received traffic at TAR.e., the goodput.
The bars labelled “UDP/CSMA’ represent the aggregate gobdp
for traffic originating at TAR, TAP;, and TAR, along with the
system-wide total (aggregate) goodput. Moreover, thelabesdled
“Obj.” depict the shares specified by the reference modegttiGn
2. Note that these shares represent an upper bound on dihieva
goodput subject to fairness constraints. While this objeaton-
siders an idealized scenario (perfect MAC, perfect schiegeitc.),
it nevertheless serves as a benchmark for performanceaticadu
The goodput of flows originating at TAPare not shown here be-
cause this traffic does not interfere with TAP-TAP commutidca
and therefore has no impact on system performance.
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Figure 3: Goodput for Baseline Scenario

We make the following observations about these experiments
First, note that the obtained shares diverge significantignfthe
targets of the reference model, with traffic originating &PT
starved The starvation occurs because TA&periences expo-
nential backoff far more frequently than TARNd TAR; due to the
“hidden terminal” problem [2]: when TAPis sending to TAR,
TAP; does not detect the transmission and attempts to acquire the
channel. This results in collision at TARNd exponential backoff
for TAP,. In Section 4.4.2, we consider a larger carrier sense range
which results in TAR traffic not starving.

Second, observe that flows originating an increased nuntber o
hops away from the wired destination contend for the chaanel
increasing number of times. This leads to a higher proligtuli
collision and loss, and a corresponding throughput deereas

Next, the right-most bars indicate that the system has aetiie
92% of theaggregatecapacity of the reference model. This high-



lights the importance of jointly considering capacity aanifess in
performance analysis, as high aggregate capacity in tisepce of
starved flows is clearly undesirable.

Finally, note that because channel qualities have conSfsRtin
this scenario, there is no multi-rate transmission suchtémaporal
fairness and throughput fairness are equivalent.

4. TCP FAIRNESS

In this section, we study the impact of the media access gohto
multi-rate channels, sector antennas, as well as difféopotogies
and flow scenarios on TCP's fairness and capacity charatitsti
In all experiments below, each MU generates long-lived TSziek
traffic, with all parameters set to their default values.

4.1 MAC, Hidden Terminals, and Asymmetry

Here, we modify the simulation scenario from the baseline by
considering TCP-Sack and CSMA with and without Collisiorofd+
ance. Figure 4 depicts the resulting goodput of the TAP-eggied
flows along with the targeted fair shares. As TCP acknowlezigm
packets form a traffic aggregate in the reverse directiondeysct
this traffic as TAR'’s goodput.
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Figure 4: MAC and TCP Performance

Observe that neither the use of TCP nor the collision avaidan
(CA) mechanism is able to prevent traffic originating at TARm
starving. Moreover, TAPtraffic is now starved as well due to ef-
fects of TCP. The key reasons for this poor performance pbe{h
TAP; and TAR; are now hidden terminals since T@Fksgenerate
traffic in the opposite directiori, (ii) the mechanisms for increas-
ing TCP window size generate bursts of packets that are fiyitua
competing for the same medium, (iii) each TA flow consists of 5
sub-flows that are contending for the mobile to TAP channed, a
(iv) losses can lead to timeouts, resulting in a congestiorow
of 1 segment and a significant throughput penalty.

These combined factors lead to starvation of traffic origga
at TAPs 1 and 2. In the case of CSMA/CA, RTS/CTS exchange
results in a decreased number of collisions, however intres the
problem of “information asymmetry” (see [2, 16, 24]), wh@aeP,
has no information of transmissions between TARd TAR,. This
lack of information leads to TAPbacking off when not receiving a
CTS from TAR due to an ongoing transmission between TARd
TAP4. When the channel goes idle, TABr TAP4 can immediately
contend, whereas TARSs in a backoff state. This problem is ad-
dressed via protocols such as RRTS [2] and DWOP [16]. However

3Note that for the same reason TAB also a hidden terminal,
however the number afcksfrom TAP; to TAP; is small such that
the impact of this hidden terminal on the results is neglaib

in [32] the authors showed that RRTS cannot completely akie
the problem.

Next, observe that CSMA obtains slightly higher goodput as
compared to CSMA/CA as it does not incur overhead due to RTS/C
exchange.

Finally, note that total goodput for TCP traffichggherthan that
of the reference model objective. Starving multihop flowd giv-
ing all capacity to one hop flows is indeed the capacity-méziing
allocation.

4.2 Flow Scenario

Here, we study TCP’s ability to exploit spatial reuse via‘thar-
allel Parking Lot” scenario depicted in Figure 5. The aggteg
traffic from TAP;, TA(1), consists of two sub-flows, flow (1,2)
and flow (1,5), that have different egress TAPs, TAd TAR,
respectively. Observe that transmission between the paiFs -
TAP, and TAR,-TAPs can occur simultaneously, allowing us to
study TCP’s spatial reuse capabilities. We perform expenis
with both CSMA and CSMA/CA.
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Figure 5: Parallel Parking Lot Scenario

Figure 6 depicts the results. For this scenario, the tadlgktie
shares are approximately 2/9 Mb/sec for all TAP-aggregtteds
except for flow (1,2) that has fair share 6/9 Mb/sec (disraigar
the ackg. Observe that flows (1,5), TA(2), and TA(3) are starved
for the reasons described above. While flow (1,2) is indede ab
to exploit spatial reuse, it has done so only because;Tibddfic
is starved: if this traffic was not starved, TARvould be a hid-
den terminal for TAR and would result in significant performance
degradation even for the one-hop flow (1,2).
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Figure 6: Parallel Parking Lot Results

4.3 Sector Antennas

Sector antennas provide statically-configured directitrzens-
mission and reception that results in increased spatialerend
increased transmission range. Here, we consider that TARs h



sector antennas that spatially isolate downstream TAPsime share fairness by allowing a maximuime duration per channel

sions from upstream TAP transmissions (i.e., inter-TARdigan access.
be viewed as wireless point-to-point links). As in commafsiys-
tems, we also consider that each sector has its own airacteind TA(1)
MAC such that all sectors can be active simultaneously. TAQ2)
5.5 Mbps 11 Mbps
2 TAPI TAP2 TAP3
. S &
" OCSMA/CA B CSMA OObj 2000 ; N ’é' 5 ‘N ’é
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0 as depicted in the figure.
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Figure 7: Sector Antennas
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Figure 7 depicts the results. The reference model obtainagh-
puts of 641 kb/sec for each TAP: double that of the prior casge d
to the second antenna and MAC. Observe that the systenriesir
properties are considerably improved with no flows beingveth
Indeed, sector antennas have eliminated the hidden tdrpivla-
lem and asymmetry problem discussed above.

However, the system still deviates significantly from thiere ACK Traflie
ence model for the following reasons. First, both MAC protsc 0 - ‘ ——
result in a significant throughput bias for flows located fetveps TA(1) TAQ) TAG)
from the wired Internet. For example, TARraffic obtains 34%
of the throughput of TAR, with the discrepancy increasing with
path length. This occurs due to TCP’s round-trip-time (RbiBs, Figure 9: Multirate Transmission
i.e., that TCP throughput is inversely proportional to RT2E]

While propagation delay is negligible in these simulatiamsilti- Figure 9 depicts the goodput for each TAP aggregated flow mea-
hop flows incur increased contention and queueing as compare  syred as received traffic at TAP 3. Observe that even though th
one-hop flows. fairness characteristics are somewhat improved as coohpmasingle-

Total goodput is increased as compared to the omnidirealtion  rate experiments, this occurs in part because channetigadir
case because (i) TAPand TAR are no longer starved and now  TA(1) flows are considerably better than for TA(2) flows. Ofse
contribute to goodput, (i) there is a second air interfaued (iii) that the total goodput is still less than 1.7 Mb/sec for OARY a
there are reduced collisions. However, notice that thé gomdput less than 1.5 Mb/sec for RBAR, as TA(1) flows still suffer seve
achieved by the system is 67% of that of the reference model fo |osses. However, in this scenario losses are limited to sotrent
CSMA (and slightly less for CSMA/CA) and significantly lessh due to TA(2) flows having poor channel quality (2 Mb/sec). &on
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Goodput [kb/sec]

twice that achieved with a single omnidirectional antenftze key quently, the traffic originating from TAPis limited. On the other
reasons for this limit are that TCP cannot perfectly utibileavail- hand, the traffic from TA(L) is considerably increased. lyaste
able bandwidth and collisions are r@diminatedas there is reverse note that OAR results in slightly higher throughput than FlBdue
traffic due to acknowledgment packets in addition to fornaath to its use of consecutive packet transmissions under higtitg
traffic. channel conditions.
4.4 Channel Model 4.4.2 Impact of Carrier Sense Range

Finally, we consider variable rate channels and differenpa- While the above experiments consider scenarios in which the
gation models. carrier sense range is less than twice the transmissior réuege

. L. we study the impact of having a more sensitive carrier sdreae-

4.4.1 Multi-rate Transmission sults in a larger carrier sense range of twice the transamisainge.

Here, we study variable channel conditions and MAC pro®col Figure 10 depicts the results for the Parking Lot scenarib: O
that adapt their transmission rate according to SNR. Iriqudat, serve that the fairness characteristics are considenaiplisoved, as

we consider Receiver Based Auto Rate (RBAR) [13] and Oppor- the impact of hidden terminals and information asymmetnyiis
tunistic Auto Rate (OAR) [29]. Both use measured SNR of an RTS igated, i.e., TAR is aware of data transmission between FA#d
packet to set the transmission rate for the upcoming dateepat TAP,. However, the total goodput is substantially reduced as-com
the CTS packet. RBAR targets throughput fairness by allgwime pared to the case with smaller carrier sense range, since aAdP
packettransmission per channel access, whereas OAR targets time-TAP; are not starved and spatial reuse is inhibited.
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Figure 10: Impact of Carrier Sense Range

As the role of the carrier sense range was studied previ¢d8ly
33], here we note that such a sensitive carrier sense rany# is
always realistic due to hardware limitations (see [33] faraple).
Nor is it necessarily desirable as a large carrier senseeralsp
results in substantial reduction of spatial reuse and hemeeall
throughput. In any case, we note that an actual physicalnghan
between any two nodes is under the influence of the scattehizng
acteristics of the surrounding environment. Hence, thé fas
between the nodes can be different in such a way that it eesult
a carrier sense range smaller than a preset value such &stheic
transmission range.

5. INTER-TAP FAIRNESS ALGORITHM

The experiments presented in Sections 3 and 4 indicate xhat e

isting protocols incur severe unfairness and even flow atimv.
In this section, we devise a distributed layer-2 protocdigieed
to achieve the objectives of the fairness reference modanely,
the protocol attempts to eliminate the above starvationuaridir-
ness by limiting flows at the first hop to their system-wide fate.
The motivation for a layer 2 solution is that it does not regua
special-purpose TCP for multi-hop wireless, it applies RRUraf-
fic, and it can react at faster time scales than end-to-ertdqois.
Moreover, in contrast to traditional congestion contraht@ques
[20], our approach exploits the unique properties of mafikvire-
less backhaul networks such as TAP stationarity, the wlbditreat
branches independently, and limited path length to wires.

We next present the IFA algorithm, and then utilize it to simu
late an idealized version of IFA in order to establish itsetiag
performance in simple scenarios and to study its interastiith
TCP.

5.1 Inter-TAP Fairness Algorithm (IFA)

The objective of an Inter-TAP Fairness Algorithm is to adte
resources according to the TAP Reference Model via a digéth
layer-2 protocol. The design space for IFA is immense as-it en
compasses not only classical congestion control issuesiatered
in wireline networks, but also issues unique to wirelessvoekts
(shared media, hidden terminals, fading channels, etd uaigue
to multihop backhaul networks (aggregate fairness graitylae-
moval of spatial bias, etc.).

Our focus here is not algorithm design itself as such an emmdea
is beyond the scope of this paper. Rather, we describe an-exam
ple specification of a layer 2 multi-hop wireless fairnegpathm
that seeks to achieve the goals of the reference model. Toe al
rithm has four key components described in the followinggeol

sketch.

Measurement of Offered Load and Capacity.Each TAP mea-
sures the average offered load for its own ingressing trafgc,
traffic arriving from its own mobile users or from its own wire
line connection to the Internet. We denote the measuredeaffe
load of flow (i,j) asA®“). This measurement can be performed
at TAPs or MUs. If it is performed at TAPs, the measurement is
noisy as TAPs will measure carried load vs. offered load. mka-
surement will be more accurate if performed by MUs themselve
however, such a realization would require messaging betiiés
and TAPs such that TAPs can compute the aggregate offerdd loa
We do not pursue this issue further as it is treated elsewbeaye
[24]. Each TAP also measures the average capacity of the tomk
each adjacent TAP. This capacity must include the effecthef
MAC protocol, interference and multi-rate channels, hidtkrmi-
nals, etc., and can be obtained via a combination of measuntsm
and models via techniques such as [4, 34].

Message Distribution. Periodically, offered load and link ca-
pacities must be communicated to other TAPs. For each; TAP
message containg™?) for all j # 4, and the capacities of all links
to adjacent TAPs. Likewise, when aggregate fair sharesare c
puted as a function of offered load, these shares must alsorhe
municated. Note that as with measurement, this messagibdist
tion interval should be sufficiently small to track trafficcaohan-
nel dynamics yet large enough to avoid excessive overhelaals, T
everyTq,4 sSeconds, each TAP sends a message to other TAPs con-
taining its own offered load along with the computed fairrglsaand
capacities of its links to the adjacent TAPs. Note that tgeaing
needs to be done among the TAPs within a branch only. Hence, as
the number of TAPs per branch is small and the information can
be represented efficiently (e.g., via a single byte per nreasent
or calculation), the algorithm’s overhead is modest forragiang
intervals beyond several hundred milliseconds. To illtstiwith
an example, denote the number of TAPs in a branclV aand the
number of links per TAP (i.e., degree) é&sThus, for both forward
and reverse message signaling, the total amount of ovettedtid
iSN(N —1)(2d + N — 1)/T,.q bytes/sec. FON = 10,d = 2,
andT,.,, = 0.3 sec, the overhead is less than 35 kb/sec. In any
case, control messages require priority over data trafficspare
capacity should be reserved for control messages in ordersiore
efficient operation of IFA.

Aggregate Fair Share Computation. A particular TAP has
multiple links for which it is a sender or receiver, and eaok Is
treated separately. Considering a particular link, the TARputes
the aggregate time shares in each of this link’s contentéghor-
hoods and chooses the minimum value. The aggregate timesshar
are computed analogous to the fair share computation teskri
in Section 6.2.2 and by using the offered loads from othereisg
TAPs together with topology information and the link capiasi of
the contention neighborhood. Each TAP then converts thé-min
mum time share to rate via use of the available link capacity a
transmits it to other TAPs as described above. For exampte, ¢
sider the “parking lot” scenario shown in Figure 2 which wébsult
in starvation of upstream TAPs under current protocols.heséf-
erence model targets 1/6 of the capacity for each TAP-agtgdg
flow, the bottleneck link (between TARand TAR,) can correctly
compute the aggregate time share as 1/6 for this case of a8 flo
being fully backlogged. A message containing the availabte
for each ingress TAP (1/6 times the minimum link capacity lom t
flow’s path) is then communicated upstream.

Ingress Rate Limiting. An ingress TAP will receive a TAP-
aggregate fair-rate for each link as described above. Usbiese
rates, the ingress TAP must determine its end-to-end fairrfites,



i.e., for ingress-egress flows. These rates are computee g
the received TAP-aggregate rates as link capacities andibgrm-

ing a computation similar to that presented in Section 6.2ith

the difference that the extra “time capacity” is allocatethie flows
able to exploit spatial reuse. There are two ways to implemsa
limiting. First, the TAP can signal each MU of its fair shamda
the MU can use a rate limiter such as a leaky bucket to redize t
share. Second, the TAP can CTS or poll MUs at the desiredmate i
order to achieve the targeted share.

Thus, by enforcing MUs to throttle at their ingress pointhst
system-wide fair rate, the algorithm targets to achievedference
model's objectives. Moreover, by achieving the fair ratekager
2, TCP needs only to “fill the pipe,” a far simpler task thareatpt-
ing to track the fair rates itself. Thus, IFA targets to achi¢he
reference model for UDP or TCP-controlled traffic.

5.2 IFA Simulation

We simulate an idealized version of the IFA algorithm in whic
the local-fair share computation is based on perfect in&tion of
the offered load and the link capacities. In practice, thfsrima-
tion would be obtained as described above. Next, if not otiser
mentioned, we set the averaging intervalltn,, = 0.3 sec and
send a message to neighboring TAPs of the average “truefedffe
load every averaging interval. Finally, we implement thie fan-
iters at MUs.

5.3 Baseline
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Figure 11: UDP/IFA with CSMA and CSMA/CA

Here, we study the performance of continuously backlogge& U
flows and CSMA as well as CSMA/CA media access as imple-
mented in IEEE 802.11. The results are depicted in Figure 11
which shows the aggregate traffic from each TAP under IFA and
the reference model. Observe that IFA/CSMA achieves ayearl
identical goodput for each TAP of 253 kb/sec to 256 kb/see, de
spite the presence of hidden terminals and use of the CSMA MAC
However, IFA does not eliminate the hidden terminal prohlamd
for other traffic matrices CSMA/CA is required. In any casg, b
controlling the input rate of TAR, TAP; and TAR, are able to ac-
cess the channel and achieve their fair shares. Time ligftAP;
to transmit only 1/8* of the time, significantly reduces link layer
contention, and provides sufficient spare capacity for tideldn
terminal TAR.

Likewise, CSMA/CA also attains near equal throughput fatea
TAP at 236 to 238 kb/sec, approximately 7% less than thaeaedi
by CSMA primarily due to RTS/CTS overhe4d.

“Note that in most commercial implementations, RTS/CTSss di

On the other hand, IFA over CSMA and CSMA/CA respectively
achieves 76% and 71% of the per-TAP and aggregate throughput
as compared to the idealized reference model. This disecgpa
occurs due to imperfect media access and collisions. Namblie
in this case all flows are indeed throttled to their exactlidgstem-
wide fair time shares, collisions and retransmissions odoe to
MAC layer contention resulting in less than 100% efficiendy.
any case, as 76% to 71% goodput is in the range of the maximum
achievable by IEEE 802.11 as indicated by models and simalat
studies [3], achieving higher performance would requiduoed
collisions or other MAC enhancements.

Thus, the results indicate that by throttlimgput traffic to its sys-
tem wide fair time share, even severe MAC problems such ds hig
loss due to hidden terminals and contention can be allel/tel
the network’s fairness objectives can be approximatelyezel.

5.4 Spatial Reuse
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Figure 12: IFA in the Parallel Parking Lot

Next, we study IFA's ability to exploit spatial reuse. We sater
the scenario depicted in Figure 5 with continuously baatyéuh
UDP flows and present the results in Figure 12. We observe that
overall performance is considerably improved as comparedat
obtained by using TCP without IFA. Moreover, IFA is able te ex
ploit spatial reuse for the one hop flow (1,2), since transiois
between TAR and TAR is in different contention neighborhood
as compared to transmission between TARd TAR. However,
observe that the throughput share of flow (1,5) is almo$t 1&ss
than the shares of TA(2), TA(3), and TA(4). The reason is that
TAP; has a larger number of MUs (flows (1,2) and (1,5)) in its col-
lision domain as compared to TAPTAPs, and TAR.. Thus, the
increased contention reduces this TAP’s flows’ ability tidize all
of their available resources.

5.5 TCP/IFA

While the above experiments demonstrate the potentialayfex |
2 fairness algorithm, end-to-end congestion control a¢day is
still required in case the bottleneck is not in the multi-lapeless
backhaul network. Thus, here we consider interactions Afdifrd
TCP. The scenario consists of MUs generating long-lived $&&k
flows in the Parking Lot scenario from Figure 2.

The aggregate TCP goodput for flows originating at different
TAPs is depicted in Figure 13 along with the target bandwidth
shares. As shown, TCP’s end-to-end performance is cordilyer

abled by default, as it is enabled only for packets aboveestioid
that is set to the maximum 1500 bytes by default.
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Figure 13: TCP over Inter-TAP Fairness Algorithm

improved by the IFA algorithm (cf. Figure 4) with TAPs 1 to 3-ob
taining throughput that is 59% to 75% of the objective funmictand

an aggregate capacity of 65% of the objective function (actdn

of 14% as compared to UPD/IFA). IFA has improved the perfor-
mance of TCP for the same reasons as with UDP traffic (reductio
of contention losses, etc.) which prevents TCP from inogrex-
cessive window decreases and timeouts, and preventstiiargh
traffic from TAPs 1 and 2. Moreover, with TCP over IFA, TCP can-
not inject bursts of packets in the network, so that the gecuwe

of excessive losses and timeouts are eliminated as TCRctigffi
smoothed by the use of rate controllers.

On the other hand TCP does introduce an increased spatial bia
as it favors short RTT flows: IFA alone cannot completely deun
this effect. Likewise, reclaiming the 14% throughput IoESGP/IFA
as compared to UDP/IFA would likely require an enhancement t
TCP via techniques such as those described in Section 7.

5.6 Inter-TAP Performance Isolation

The unfairness between congestion responsive TCP and-nonre
sponsive constantly backlogged UDP flows is well establisiet,
the objective of the IFA protocol is to provide inter-nodefpe
mance isolationindependenbf the traffic types. That is, if traf-
fic originating at one TAP is continuously backlogged UDHfita
TCP traffic originating at upstream or downstream TAPs sihaot
be penalized.
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Figure 14: Performance Isolation for TCP Traffic

To explore this scenario, we consider the Parking Lot in Whic
each TAP has one MU, and the MU from TARransmits TCP
traffic, while MUs from TAR and TAR transmit continuously-

backlogged UDP traffic. The results are depicted in Figure 14
Observe that the TCP flow obtains 64% of the idealized objec-
tive throughput, whereas the UDP flows obtain 75%. Thus, by
throttling uncontrolled UDP flows at the input, IFA ensurbsitt

an upstream TCP flow can obtain nearly its fair share, wittdtfie
ferences between TCP and UDP shares in isolation exploeed pr
viously. However, we do note that having an increased nuraber
flows in each TAP’s collision domain would result in a sligletda-
dation of goodput for TCP flows, as in the presence of even bal-
anced contention loss, TCP flows reduce their rate, wher&s U
rates remain the same.

5.7 Unbalanced Flows

The TAP reference model defines fairness at the TAP-aggrégat
granularity, meaning that each TAP-aggregated flow shatliceae
the same time share regardless of the number of mobile users i
its collision domain. In this final set of experiments, we rifpd
the number of mobile users per TAP, such that TARd TAR
each have two MUs transmitting constant-rate UDP traffienshs
TAP3 has only one MU transmitting TCP traffic. We study the
ability of the IFA protocol to provide TAP-aggregated fass as
opposed to per flow fairness.
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Figure 15: Unbalance Number of Flows per TAP

The results are depicted in Figure 15 which illustrates ¢aah
mobile user from TAR and TAR obtain nearly the same goodput
which is approximately half of that obtained by the TCP floanfr
TAPs. This is indeed the targeted behavior as each TAP attempts
to provide a service analogous to that achieved by an accass p
with awired backhaul link.

5.8 Forward and Reverse Traffic

Here, we consider a complete traffic to and from the wired TAP
as depicted in Figure 16. In this scenario, it is desirablengloy
weightedfairness in order to ensure that forward and reverse traffic
have the same throughput. Hence, because,TiAdfic consists
of all reverse (or downlink) traffic, it requires a higher gjei than
TAPs 1to 3.

We simulate a scenario as in the figure with all link capasisiet
to 2 Mb/sec. The weight of TAPis ws = 3w;, 7 = 1,2, 3 so that
the fair shares under weighted fairness aresJA{ow(4,)=2/12
Mb/sec, = 1, 2, 3. Note that with equal weights, the shares would
be TA(1)=TA(2)=TA(3)=2/8 Mb/sec, whereas each flow in TAP ag
gregate TA(4) (flow (4,3), flow (4,2), and flow (4,1)) would lesa
fair share of 2/24 Mb/sec.

Figure 17 depicts the results for UDP and UDP/IFA with CSMA
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MUn

and CSMA/CA. Observe that for CSMA, downlink traffic is con-
siderably lower as compared to uplink traffic and contributeto-
tal goodput with only 76 kb/sec, whereas uplink traffic ciinttes
with 810 kb/sec. This occurs due to compounded effects afdnid
terminals. Because RTS/CTS mitigates effects of hiddemitels,
the results for CSMA/CA are more balanced, and downlinKitraf
contributes with 414 kb/sec whereas uplink traffic contiélsuvith
407 kb/sec. Yet, as found previously, the longest path trafis
considerably lower goodput as compared to the shorter peafict

In contrast, IFA achieves significantly better fairnessperties
and, as targeted, TA(4) is close to three timesiJA(= 1,2, 3. On
the other hand, the total throughput is lower (9% for CSMA/&A
13% for CSMA) for this scenario as compared to the scenartio wi
forward traffic only. The reason for this is the decreasedlaia
bandwidth caused by increased contention due to the exestai
reverse traffic and an increase in the number of transmittittgs.

6. CAPACITY AND FAIRNESS

In this section we evaluate the effect of fairness condsain the
capacity of a multi-hop wireless backhaul network. Speaiffyc

works. In [15], the authors formulate the throughput maxation
problem in a general setting and find upper and lower bounds of
throughput for any network topology and system paramekéosi-
ever, the formulation in [15] lacks fairness constraintd aeeks to
maximize the number of packets leaving the source and agrivi
at the destination. Consequently, in a multi-flow scenahis, can
lead to significant unfairness and result in starvation afes@lows.
By applying the fairness constraints to the LP formulatievel-
oped in [15], one can use the methodology of [15] to find fame
constrained bounds on throughput. However, the conssrairthe
fairness reference model, i.e., the fairness objectiviéex;tahe so-
lution space of the optimization problem. In the case of tA@ T
fairness reference model, the ingress-aggregation eonistesults
in non-linear constraints, and consequently significainityeases
the complexity of the solution. In this work, however, we sinter
scenarios applicable to wireless backhaul networks tisaftren a
reduced and computationally feasible solution space.

The problem of finding network throughput, i.e., the solatio
the LP problem, is topology dependent. It depends not onlhen
nodes, but also on the number of flows and their routes. Here we
consider the specific characteristics of a multihop wireleack-
haul network and target to derive a general formulation tomate
and evaluate its throughput, with and without fairness tairgs.
Hence, to be able to separate the effect of fairness contstifabm
the effect of topology and spatial reuse on the throughpuhef
network, we focus on the throughput in a network in which na-sp
tial reuse is possible, i.e., only one link can be active gtgiven
time. This is specifically true in a clique, a region in whidHiaks
mutually contend. We consider a multihop network with a per-
fect collision free MAC and a fluid arrival and service modthe
network consists ofV nodes and flows. Each flowf traverses
one pre-determined routg, with the number of hops (or wireless
links) flow f traverses denoted byy. Each wireless linki, has a
fixed capacityC;, which is a function of the distance between the
transmitter and the receiver pair and the surrounding enmient.

we first compute the maximum aggregate throughput when there Moreover the mobile users use a different wireless chamoen f

is no fairness constraint and show that it results in staowanf

the inter-TAP links and hence their contention neighbodsoare

some flows in a multihop scenario with multiple flows. Then we different. We consider the aggregate inter-TAP flows to beags

study the effect of each of the fairness objectives on theeaahle
throughput of aggregate flows in the network.

While capacity of multi-hop wireless networks has receisigd
nificant attention, e.g., [9, 10, 11, 15, 21], the criticdat®nship
between fairness and throughput in multi-hop networks lenb

largely unstudied. Instead the focus has been on analyzidg a

maximizing the achievable aggregate throughput in mup-het-

backlogged and focus on the TAP-aggregate throughput.

6.1 Aggregate Throughput without Fairness
Constraints

With a system free of fairness constraints the goal is togassi
flow time shares and rates such that network throughput is-max



mized.
Let pf denote the long-term throughput of flofy Then the time
shares that maximize the aggregate network throughpuidea/

solution to the following optimization problem,
F
of

I' = max

fy f=1

F
sty > ot <1,

f=1llery

@)

wherep! = mine,, t/ C; andt{ denotes the time share of flofv
atlinkl, 1 € rs. In Equation (1), the maximum aggregate through-
put is achieved only if

F

Yoy =1

f=1 lE'r'f

@)

Otherwise there exists spare “time capacity” which resinltee-
duction of throughput, as we are considering a cliqgue. Meego
to achieve maximum throughput, the time share assigneddo ea
link must be such that flow preservation properties are feadis
i.e., the time share must be equal to the time required foveo-
ing all incoming packets. If itis shorter, there are packiets have
been transmitted by previous links but cannot get to thertsin,
which indicates that the time used by the previous linksangmit
those packets was not efficiently used. On the other handisif t
time is longer, the link will be idle during part of the allded time
share. Hence,

®)

A solution to the maximization problem of (1) is to assignéim
shares such that only the flow with the maximum throughput is
allocated time to transmit and all other flows are starvedn[the
maximum aggregate throughpit, is given by

tici =tlC;, Vijers.

I'= max p’
1<5er P

4)

wherep” is the throughput of flowf whenf is the only flow which
has been allocated time to transmit, i.e.,

St =1 (5)
lery
By solving Equations (3,55 is computed as
-1
_f 1
=X - ®)
lery L

Thus, the time shares of floy to achieveﬁf aret{ = ’é—f for
1
lers.

If there is more than one flow in the network which satisfies the
maximum throughput requirement, the time-share/rateyasgnt
problem will have multiple solutions in which all provide Ria
mum throughput. It is, however, important to note that ircabes,
throughput is maximized in exchange for possible starsatid
multiple flows in the network.

6.2 Aggregate Throughputwith Fairness Con-
straints

The achievable throughput in a wireless network is dependen
on the strictness of the fairness constraints in the sysasneach
additional fairness constraint can potentially reducettineughput

of the system. As described in the appendix, TAP fairnessires)
satisfaction of four main objectiveemporal fairnessspatial bias
ingress aggregateandspatial reuse Each of these objectives, as
described in the appendix, imposes additional system @nt.
In the rest of this subsection, we study the individual gfté¢hese
constraints and use several examples to illustrate thfeictedn ag-
gregate throughput. As in the previous subsection, we densi
clique, where spatial reuse is not possible.

6.2.1 Temporal Fairness Constraint

With temporal fairness, channel accegse rather than band-
width, is considered to be the system resource. Under teahpor
fairness constraints, the total time that any flow is actsequal
for all flows, regardless of the number of hops they traverst a
their link capacities. Hence, the time shares are a funafahe
number of flows in the network. The effect of temporal faisen
throughput for single-hop flows has been studied in [29].eHere
study the effect of temporal fairness on throughput of a riudp
backhaul network.

Consider flowf traversing route . Then, the total time share
of a flow f is the sum of time shares of its individual links, which,
based on the temporal fairness constraint, is equal for @disfl

Hence,
1
f
t; = —.
D=5
lET‘f

@)

Equation (7) adds an additional constraint to the optinorgbrob-
lem of (1). Equations (3, 7) represent a system of linear tiapusa
in which the number of equations and unknowns are identiodl a
equal toll;<s<rhy. The solution of this system yields the time
share of flowf over link,

1
T — 8
! Fcl EiE'rf CL, ( )
The throughput of flowf is then
1
foo_
P
Pyl
5f
p
= —=. 9
- ©)

This result follows the intuition that under temporal fass, each
flow receivesl / F of the share of throughput it would have received
if it was the only contending flow in the network.

TA(1)

TAQ2)

TA(3)

AWA./V’AW’A

TAPI ¢ TAP2 C; TAP3 C; TAP4

Figure 18: Example scenario for throughput computation un-
der temporal fairness constraint

Consider the example shown in Figure 18. Flows TA(1), TA(2),
and TA(3) represent the aggregate traffic from the respe@#Ps.
ConsiderC4, C2, andCs to be respectively 20 Mb/sec, 5 Mb/sec,
and 10 Mb/sec. With temporal fairness, these flows receivaleq
transmission times. Defining the vecBr= [t} *(!), ¢/ 4 ¢T4®)]
the time shares of the three flows of the three links are cosalat
beTi = [%,0,0], T> = [+, 2,0], andTs = [Z, £, 1]. Then the
normalized throughput of flows TA(1), TA(2), and TA(3) is com
puted as 18%, 21%, and 61%, respectively. Note that as thberum



of hops for a flow increases its throughput decreases. Thm-is

treated as one. In this subsection, we first compute the gaigre

cause the common resource should be shared among the links othroughput for a system with onffemporal fairnessandingress

the flow. Next we add the spatial-bias-removal constrainictvh
prevents throughput reduction of flows that traverse mieltips.

6.2.2 Spatial Bias Constraint

Allocating equal shares of the system resource to diffdtews
in a network may result ispatial bias i.e., flows with a smaller
number of hops receive higher throughput compared to floass th
traverse a larger number of hops and must share allocatedroes
on all links on the path. Under the spatial-bias-removakt@int,
thefair shareof all flows, as described in the appendix, should be
equal, i.e.,

To(f) = Ta(9) (10)

whereT,(f) is thefair shareof flow f, defined in the appendix.
Equation (10) results i —1 equations, which in addition to Equa-
tions (2, 3) results in a linear system with a unique solutidere
we solve this system of equations for the system policy mtese
in the appendix. Restating the policy expressed in Equd#8h
we have

for all flows f andg,

T.(f) = tzf{ for any flow f. (11)
Then, Equation (10) can be rewritten as
tzf{ = tzgg’ for all flows f andg, (12)

wherel{ denotes the first link in the route of flojv Solving Equa-
tions ( 2, 3,12), the time share of any flow of its first hop is eom

puted as
-1
: F Cy
ty = Zﬁ—fl , 1<i<F (13)
f=1
The throughput of flowf is then
o=t Cy, (14)
1 1
and its time share for any link! € ry¢, is
f
P
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Figure 19: Example scenario for throughput computation un-
der the spatial-bias-removal constraint

Consider the scenario depicted in Figure 19 with link catpegi
C1, C3, andCjs set as in the example of Figure 18. With tempo-
ral fairness and spatial-bias-removal constraints, treutshput of
each of the flows TA(1), TA(2), and TA(3) would be 2.85 Mb/sec,
1.43 Mb/sec, and .71 Mb/sec, respectively. Note that uridepol-
icy of Equation (11) the throughput of a flow is proportionathe
capacity of its ingress link.

6.2.3 Ingress Aggregation Constraint

In computing flow throughput with the ingress aggregation-co
straint, multiple flows which initiate at the same ingresseare

aggregateconstraints, and then add tepatial-bias-removaton-
straint to the problem.

Considem,, aggregate flows originating from a single TAPet
A denote the set ai, aggregate flows. With temporal fairness and
ingress aggregation constraints, the set of aggregate fenes/es
the same time share of any other flow in the network. Hence, the
total time share ofd is equal tol/F and for each aggregate flow

fa

1
S . A— 16
Ztl na(F—na—i—l) ( )

lerg,
For any other flowf in the network,
1
f_

E tl_F—na+1' a7

lery

Solving Equations (3, 16, 17) yields the throughput of floa¢hie
network. For any aggregate flofy,

fa _ ple

= 18
p e F - 1)’ (18)
and for all other flows
=f
R 19
PP F —na+1) (19)

We next add the spatial-bias-removal constraint. Withoss lof
generality, we assume that aggregate flows are numberea.l to
Then, based on the spatial-bias-removal constraint, @epted in
Section 6.2.2, for any two non aggregate flofygndg,

To(f) =Tu(g) na < f<F and no <g<F. (20)
Similarly, for any two aggregate flowg, andg.,
To(fa) =Ta(9a) 1< fa<me and 1< go <ma. (21)
Moreover, because of the ingress aggregate constraint
T.(4) = > Tu(fa)
f=1
= Tu(g) mna<g<F (22)

Equations (20, 21, 22) providE' — 1 equations. Similar to the
previous section, thes€ — 1 equations with Equations (2, 3) form
a system of linear equations with a unique solution.

Here we solve the resultant system A(-) defined in Equa-
tion (28) and restated in Equation (11). Substitutindg(-) as ex-
pressed in Equation (11) in Equations (20, 21, 22), and sglthe
linear system formed by these equations and Equations ,(£he3)
throughput of any non aggregate flgnand aggregate flow,, is
computed as

g Ci
p = C f C f ) (23)
1 ng ne F [
na Efazl pla + Zf:na+1 A
and
g Clge 24
p lea le b) ( )

E}l:=1 ﬁ# + Na Eifrzna+1 ﬁ_fl
respectively. Having computed the throughput of any flfwits
time share of any link, I € r¢ is given by Equation (15).

5Generalization to multiple TAPs is straight forward.



Next we consider different subsets of fairness objectived a
compare the aggregate throughput under the constraintssidp
by these objectives.

6.3 Throughput Comparison under Different
Fairness Objectives
Consider the scenario depicted in Figure 20. We keep thetnk
pacities as set in the example of Figure 18. The throughpeé&cih
flow as well as the total throughput for different fairnesetoaints
is shown in Table 1.

flow(1,3)
flow(1,2)

\

TA(1)

—_——>
TA(Q2)
TAQ3)
TAP1 C; TAP2 C; TAP3 C; TAP4

Figure 20: Example scenario for throughput comparison unde
different fairness constraints

Without any fairness constraints, the maximum throughput i
achievable by assigning 100% share to flow (1,2) and stafing
others. This flow traverses only one hop which has a capatity o
20 Mb/sec. Adding temporal fairness constraints to theesysall
four flows would have equal access time to the channel. Thialeq
time share policy results in higher throughput for flows fld2)
and TA(3), which also traverse only one hop. Note that alghou
both flows have equal transmission time, the throughput ¥ flo
(1,2) is twice as high as the throughput of flow TA(3) due to its
access to a higher quality channel allowing a higher trassiom
rate.

Under spatial-bias-removal and throughput constraints,rev
quire equal throughput for all flows. This results in a higtiere
share for multi-hop flows and links with lower capacity, amh¢
sequently, in lower aggregate throughput. The spatia-teanoval
constraint with the temporal-fairness constraint prowvadleflows
with equal time share on their ingress lifkslence, becaus@; is
twice as high a€’s, which in turn is twice as high a8,, flow (1,3)
and flow (1,2) are each capable of achieving a higher thrautghp
compared to TA(3), which itself is achieving a throughpuicevas
high as TA(2)'s.

With the ingress aggregation requirement and either thpug
or temporal fairness implemented in the system, aggregaies fl
(1,3) and (1,2) are required to share resources and henmvaeh
smaller throughput. Moreover, since flow (1,3) is a multitflopy,
its throughput is significantly lower as compared to flow }1,2

Requiring flows originating from an ingress TAP to share re-
sources assigned to the aggregate flow under the spatsaténizoval
constraint and eithethroughputor temporalfairness reduces the
share for ingress aggregate flows and fairly assigns it tother
flows. Under both sets of constraints the ingress flows reazjual
shares. Undethroughputfairness, this results in equal throughput
for aggregate flows TA(1) (flows (1,2) and (1,3)), TA(2), ak3).
Undertemporalfairness, however, a difference among throughput
of different flows is highly probable depending on their lizgpac-
ities.

Finally, observe that proportional fairness penalizestiaingp
flows. Moreover, TAP fairness provides a total throughpaselto

5The relationship between the time shares of different flows u
der the spatial-bias-removal constraint is determinedbysystem
policy described in the appendix.

that of proportional fairness.

Table 1: Comparison of aggregate throughput of scenario de-
picted in Figure 20 for different fairness constraints.

Fairness Throughput (Mbps)
Constraints | flow(1,3) | flow(1,2) [ TA(2) | TA(3) | Total
None 0.00 20 0.00 | 0.00 20
Temporal 1.00 5.00 1.25 | 250 | 9.75
Spatial Bias &
Throughput 1.66 1.66 166 | 1.66 | 6.64
Spatial Bias &
Temporal 2.50 2.50 .625 | 1.25 | 6.87
Ingress Agg. &
Throughput 0.64 1.28 256 | 256 | 7.04
Ingress Agg. &
Temporal 0.66 3.33 1.66 | 3.33 | 8.98
Ingress Agg. &
Spatial Bias & 1.25 1.25 250 | 2,50 | 7.50
Throughput
Ingress Agg. &
Spatial Bias & 2.00 2.00 1.00 | 2.00 | 7.00
Temporal
Proportional 1.05 2.10 210 | 210 | 7.35

Under the TAP fairness reference model of Section 2, thedas
objectives include temporal fairness, removal of spatias band
ingress aggregation; it additionally requires maximizatf spatial
reuse in the system.

In a clique, where no spatial reuse is possible, the throwtybip
a flow can be computed using the formulation provided abowe. |
a general network, however, where simultaneous transonissiue
to existence of spatial reuse is possible, the sum of all shaes
in the network can exceed one. Taking this fact into accondt a
having the routing information, a similar approach to the pre-
sented in this section can be used to compute the share$evedif
flows.

Thus, as summarized in the table, any of the fairness camistra
restricts system capacity to less than its maximum valuehfisr
example. Yet, the rate allocations for the throughput mazimg
case result in starvation making it clearly undesirable thViair-
ness constraints, temporal fairness significantly ine@gaspacity
as compared to throughput fairness as demonstrated fdediog
networks in [29, 12] and generalized to multi-hop networkseh
Likewise, removing spatial bias has its own capacity cosnyay
be essential for multi-hop backhaul networks in order tovjgt®
access links independent of spatial location, as is theinas&e-
line access networks. Finally, as TAPs correspond to adtnitive
domains (hot spots, residences, etc.), it is critical teehBA&P vs.
flow fairness as the latter would make one TAP’s performante v
nerable to another TAP having many micro-flows.

7. RELATED WORK

Fairness in ad hoc networks has been the focus of intense re-
search efforts, e.g., [12, 14, 24, 22, 28, 31, 35]. While [22,
31] aim at implementing max-min fairness, [24, 35] address p
portional fairness. Reference [28] shows that max-minné&ss
in an ad hoc wireless network without battery-life consttsire-
sults in equalizing all rates to the smallest rate flow. Mwoezp
IEEE 802.11 aims to achieve max-min fairness and hencetsesul



in the performance anomaly presented in [12]. Likewise ntlag-
imizing capacity formulation in [28] illustrates our modw re-
sult in Section 6: without fairness constraints, netwoflcefncy is
achieved at the expense of starvation of low-capacity floltsis,
[28] proposes proportional fairness as a trade-off betvedfariency
and fairness in a wireless ad hoc network. In this work, harev
we focus on the unique characteristics of a wireless badkietu
work and define a fairness model that addresses the requiteme
of multihop aggregated flows.

Previous work targeting realization of different fairnes$er-
ence models has mostly been focused either on single-hop,flow
e.g., [12, 24] or on TCP modifications (discussed below). An e
ception is reference [35], which makes a case for the fdagibf
hop-by-hop schemes in ad hoc networks and proposes a dtetlib
layer 2 congestion control mechanism that aims at achiepérg
flow proportional fairness [18]. Thus, like IFA, [35] addses mul-
tihop fairness via a distributed layer 2 protocol. In costrdFA
targets time share fairness, removal of spatial bias, sttargeted
by the reference model. Moreover, our focus here is not oo-alg
rithm design itself, but rather on performance analysihefdolu-
tion space.

Performance of TCP over wireless networks with IEEE 802.11
media access has been studied extensively. In [19], a thpuig
analysis of a multihop chain topology with a simplified MAC is
performed. In [27], TCP fairness in a single-hop wirelessNLA
is studied to show the effect of the access point's queue @ize
unfairness towards downlink flows. The effect of TCP congest
window limits on performance of multihop networks has beeal-e
uated in [6]. The results analytically confirm previous siation-
based solutions indicating that a smaller congestion winkimit
will improve the performance of TCP over multihop wirelesshs.
Upper bounds on the bandwidth-delay-product in a multihaih p
are provided along with an adaptive strategy that dynaigical-
justs the TCP congestion window limit to ensure that it wibt n
exceed the bound. Reference [7] also focuses on congesiibn w
dow limits for TCP and shows that for any topology there is an
optimal window size that maximizes TCP throughput. This-opt
mal size is computed for a chain to be the number of hops divide
by four. In [32], TCP fairness among flows in an ad hoc network
connected to the Internet through gateway nodes is studad-
ulations and testbed measurements are used to compar&apulti
flows to single-hop flows, and wireless-to-wired flows to wite-
wireless flows, and to study the subsequent unfairness. (thers
conclude that hidden terminals are the main reason forungss in
TCP and reference [7] indicates that significantly higheoulyh-
put is achievable by increasing the carrier sense rangeoritnast,
we have found that rate-limiting downstream flows to theirfate
can alleviate the effects of hidden terminals upstream.

Unlike prior work on TCP over multihop wireless networks, we
employ a fractional factorial experimental design to iifgnthe
joint performance factors that lead to poor performancéicuress,
and flow starvation. In addition, we focus on the unique dbjes
of multihop wireless backhaul networks. Lastly, while IFAutd
potentially be integrated into TCP, we note that only a l&/solu-

tion can protect TAPs from non-responsive UDP flows as demon-

strated in Section 5.6, and only a layer 2 solution will najuiee
significant modification to TCP.

Finally, we note that ingress-aggregated fairness as define
[8] is identified as the objective for IEEE 802.17, a protofmi
metropolitan network3. However, as IEEE 802.17 is a wireline
protocol, our framework here is quite different as we incogte

"http://ieee802.0rg/17

variable rate channels, shared media access, etc.

8. CONCLUSIONS

Multihop wireless backhaul networks have the potentialrtm p
vide economically viable broadband access networks. trfor
nately, we have shown that current protocols can resultveree
unfairness and even starvation of flows farther away froneavir
Internet entry points. We developed an idealized referenceel
that characterizes the unique performance objectives dilop
wireless backhaul networks. We performed extensive sitioula
experiments to identify the individual and joint perfornsarfac-
tors that lead to performance problems. We developed a simpl
distributed layer two fairness algorithm to demonstrate fibssi-
bility of achieving fairness objectives without modificatito TCP,
and in the presence of non-TCP non-responsive flows. Weestudi
the relationship between fairness and system capacity aad-q
tified the cost of fairness, as compared to a capacity-maxgi
strategy which can starve multihop flows.
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Appendix: TAP fairness reference model

Here, we present a formal definition that determines if a etio-
didate allocated temporal shares (expressed as a Mgt xTAP-
fair. We define four objectives, nameilygress aggregate, spatial
bias, spatial reusendtemporal fairness For simplicity, we de-
fine TAP fairness for the case that all TAPs have equal wetfbt;
definition can easily be generalized to include weightethéss.
Furthermore, we assunfi@id arrivals and services in the idealized
reference model, with all rates in the discussion belowrrigfg to
instantaneous fluid rates. We refer tél@w as all uni-directional
traffic between a certain ingress and egress pair, and weelsunch
traffic between ingress TARand egress TAPas flow (s, j). Also,
TA(%) denotes the aggregate of all floiés 7) with ingress TAR.
Associated to each flow is a number between 0 and 1 repregentin
the fraction of time to be assigned to this flow from the ingreaP

to the next hop. Due to the flow preservation property, thisinu
ber determines the fraction of time the flow is assigned abdmgr
hop.

Consider a set of infinite-demand flows between pairs of aegubs
of nodes, with remaining pairs of nodes having no traffic leet
them. Denotel;; as the candidate TAP fair share for fldd 7).
Let C,, be the capacity of links, and lett$) denote the time
needed for flow(s, j) traffic to be transmitted on link. Observe
that if the capacity of the link from ingress TAR> the next hop
is C;, we can writeT;; C; = tSf’j)Cn. Further, define contention
neighborhood as a subset of the set of all links with the ptgpe
that no two links from the subset can be active simultangpasd
there is no other link in the network such that by adding ithte t
subset, the property is preserved. The contention neigblodrde-
fined as above contains both transmission and interferemges.
Note that a single link can belong to multiple contentionghéior-
hoods. Denotd.? as the set of all links in linke's £** contention
neighborhood. The allotted time of links k** contention neigh-

borhood is then
=333

i J leLk
Now we can write the following constraints on the matrix dbal
cated fair share® = {T;, }:

T

k
Tn <

(25)

\%

0, for all flows (¢, j) (26)

1, for all £ and all linksn 27)



A matrix T satisfying these constraints is said to be feasible. Define Equations (29) and (30) is violated (which one depends omehe

the fair share of a TAP aggregate flow Thé&nd denote it a%, (7)
such that

T.(i) =) T (28)

DEFINITION 1. A matrix of fair shared is said to be TAP fair
if it is feasible and if for each flow:, 7), T;; cannot be increased
while maintaining feasibility without decreasifig ;; for some flow
(@, 4") for which

T,L'/]-l < Tij,When i=i’
T.(i') < Tu(4), when i .

(29)
(30)

We distinguish two cases in Definition 1. First, in Equati@®)(
since flows(i, j) and (¢’, ') have the same ingress TAP, the in-
equality ensures fairness among a TA flow’s sub-flows. In e s
ond case, in Equation (30), flows, j) and (¢, j') have different
ingress TAPs. Thus, the inequality in Equation (30) enstais
ness among different TA flows.

Figure 21 illustrates the above definition. Assuming that al
channel qualities are equal and all demands are infiniteTAtiRe
fair shares are as follow§4=T413=1/11, andll>=T>5=T45=2/11.

If we consider flow (1,3), its fair share cannot be increasbden
maintaining feasibility without decreasing the fair stsacd flow

(1,4), or (1,3), wherel, > Tia4, Tis, thus violating Equation
(29). Finally, consider flow (4,5). Its fair share cannot beréased

flow (1,4)
flow (1,3)
flow (1,2)
—_— >

Ne——=2 Nz Ne—— N —
TAPI TAP2 TAP3 TAP4 TAPS

flow (2,5)
flow (4,5)

Figure 21: lllustration of TAP Fairness

while maintaining feasibility without decreasing the fahare of
flow (1,4) or (2,5), and thereby violating Equation (30).

Below, we present an alternative way to determine if a set of
allocated temporal shares is TAP-fair. To do so, we first éefin
bottleneck link. Given a feasible matrix of fair shafBswe say
that linkn is a bottleneck link with respect B for flow (s, j), and
denote it byB,.(, j), if two conditions are satisfied. First® = 1,
i.e., there is no spare “time capacity”. For the second d¢@diwe
distinguish two cases depending on the number of TAP-agtrdg
(TA) flows in thekt* contention neighborhood of link. If TA(%) is
not the only TA flow in the contention neighborhood, tfér(i) >
T, (') for all TA flows TA(:'), and within TAP aggregate TAY,
£ > 459" for all flows (i, j') crossing linkn. If TA(4) is the
only TAP-aggregated flow in link’s k** contention neighborhood
thent$") > ¢{+7") for all flows (i, j') crossing linkn.

PrROPOSITION 1. A feasible fair share matrif’ is TAP-fair if
and only if each flowz, j) has a bottleneck link with respectTa

Proof: Supposel’ is TAP-fair. To prove the proposition by
contradiction, assume that there exists a f{éyy) with no bottle-
neck link. Then, for each link crossed by flow(s, j) for which
7% = 1, there exists some floi’, ') # (4, ) such that one of

lationship between flow&’, 5') and (4, j)). Here, we present the
proof for the case that Equation (30) is violated or more igedg
whenT, (¢') > T.(4). The proof is similar for the case when Equa-
tion (29) is violated. Now, we can write

6k_ 1_7—77:;
" Ta(d) — Ta(d),

if iy <1
if k=1 (31)
where ¥ is positive. Therefore, by increasing the fair share of
flow (4, j) by e < min{é¥ : link n crossed by flow(i, )} while
decreasing by the same amount the fair share of the flow from
TA(#') at contention neighborhood whetd = 1, we maintain
feasibility without decreasing the fair share of any flow TAith
T.(¢") < T.(i). This contradicts Definition 1.

For the second part of the proof, assume that each flow has a bot
tleneck with respect t@'. To increase the fair share of flo; 7) at
its bottleneck link while maintaining feasibility, we mud¢crease
the fair share of at least one flow from TAY (by definition we
haver® = 1 at the contention neighborhood of a bottleneck link),
thus we must decreagg (i'). Furthermore, from the definition of
bottleneck link, we also have th#L (i') < T.(z). Thus, fair share
matrix T satisfies the requirement for TAP fairness. |

We make four observations about this definition. First, diedin
TAP-fairness in such a way, we are able to ensure all fourcebje
tives. Namely, by considering temporal shares we ensurpdeah
fairness, by satisfying the inequality in Equation (30) wes@e
the ingress aggregate objective, by satisfying the equaliEqua-
tion (28) we ensure the spatial bias objective, and finallyaby
lowing no spare “time capacity” we ensure spatial reuse.oSegc
we note that there can be multiple micro-flows with ingres®;TA
and egress TAP The fair share of such a micro-flow &; di-
vided by the number of micro-flows in flog, 7). Third, observe
that there are multiple policies to ensure the spatial bigsabive.
In Equation (28), we assumed a policy in which temporal share
from the ingress TAP to the next hop are considered. Anotker e
ample policy is one in which temporal shares on the last Imk i
the TAP network are considered. Finally, we note that Dedinit
1 is quite general. For example, observe that simply chantjia
objectives without changing the definition will result in dfekent
matrix of fair shares’, and consequently a different fairness ref-
erence model. However, if we want to change the policy, wg onl
need to change Equation (28). We demonstrate the diffesemitie
the example below.

flow (1,3)

flow (1,2) > >ﬂow (3,4)
TAPI TAP2 TAP3 TAP4

Figure 22: lllustration of Different Fairness Definitions

Consider the example in Figure 22, and three examples of the
definition: one where objectives are defined as above, the sec
ond without the spatial bias objective, and the third withthe
ingress aggregate and spatial bias objectives. We want¢oxiee
T = [T13 Th2 Ts4]. Again assuming that all channel qualities are
equal and all demands are infinite the appropriate fair sirere
trices areTn = [1/51/52/5], T> = [1/81/41/2], andT3
[1/31/61/3].



