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ABSTRACT

Denial of Service attacks are presenting an increasingthoehe
global inter-networking infrastructure. While TCP’s casgon
control algorithm is highly robust to diverse network cdrutis,
its implicit assumption of end-system cooperation resuolgswell-
known vulnerability to attack by high-rate non-respongies. In
this paper, we investigate a classlofv-rate denial of service at-
tacks which, unlike high-rate attacks, are difficult for tens and
counter-DoS mechanisms to detect. Using a combination &f an
lytical modeling, simulations, and Internet experiments, show
that maliciously chosen low-rate DoS traffic patterns thal@t
TCP’s retransmission time-out mechanism can throttle TORS
to a small fraction of their ideal rate while eluding detenti More-
over, as such attacks exploit protocol homogeneity, weystuia-
damental limits of the ability of a class of randomized timg-
mechanisms to thwart such low-rate DoS attacks.

Categories and Subject Descriptors

C.2.0 Becurity and Protectior]: Denial of Service;
C.2.2 [Computer-Communication Networks]: Network Proto-
cols
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TA shrew is a small but aggressive mammal that ferociousachst
and kills much larger animals with a venomous bite.
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1. INTRODUCTION

Denial of Service (DoS) attacks consume resources in ngsyor
server clusters, or end hosts, with the malicious objeaiivpre-
venting or severely degrading service to legitimate udResources
that are typically consumed in such attacks include netwarkd-
width, server or router CPU cycles, server interrupt preicesca-
pacity, and specific protocol data structures. Example Dtgks
include TCP SYN attacks that consume protocol data streston
the server operating system; ICMP directed broadcastdttedt
a broadcast address to send a flood of ICMP replies to a tamget h
thereby overwhelming it; and DNS flood attacks that use $ipeci
weaknesses in DNS protocols to generate high volumes dictraf
directed at a targeted victim.

Common to the above attacks is a large number of compromised
machines or agents involved in the attack and a “sledge-teainm
approach of high-rate transmission of packets towardsttheked
node. While potentially quite harmful, the high-rate natof such
attacks presents a statistical anomaly to network morstach that
the attack can potentially be detected, the attacker ifikeahtiand
the effects of the attack mitigated (see for example, [638.

In this paper, we study low-rate DoS attacks, which we term
“shrew attacks,” that attempt to deny bandwidth to TCP floagev
sending at sufficiently low average rate to elude detectyoroointer-
DoS mechanisms.

TCP congestion control operates on two timescales. On small
timescales of round trip times (RTT), typically 10’s to 19®f
msec, TCP performs additive-increase multiplicativerdase (AIMD)
control with the objective of having each flow transmit at fai
rate of its bottleneck link. At times of severe congestionvirich
multiple losses occur, TCP operates on longer timescalddeef
transmission Time Out (RTA)In an attempt to avoid congestion
collapse, flows reduce their congestion window to one paakdt
wait for a period of RTO after which the packet is resent. Upon
ther loss, RTO doubles with each subsequent timeout. If kgpac
is successfully received, TCP re-enters AIMD via slow start

To explore low-rate DoS, we take a frequency-domain perspec
tive and consider periodic on-off “square-wave” shrewasathat
consist of short, maliciously-chosen-duration burststeat with
a fixed, maliciously chosen, slow-timescale frequency. Siier-
ing first a single TCP flow, if the total traffic (DoS and TCP figf
during an RTT-timescale burst is sufficient to induce enquaytket
losses, the TCP flow will enter a timeout and attempt to sereha n
packet RTO seconds later. If the period of the DoS flow approxi
mates the RTO of the TCP flow, the TCP flow will continually incu
loss as it tries to exit the timeout state, fail to exit time@nd ob-
tain near zero throughput. Moreover, if the DoS period ig theh

'recommended minimum value 1 sec [1]



outside the RTO range, significant, but not complete thrpugh
degradation will occur. Hence the foundation of the shretacktis
a null frequency at the relatively slow timescale of appnuadely
RTO enabling a low average rate attack that is difficult tedet

In a simplified model with heterogeneous-RTT aggregatedsflow
sharing a bottleneck link, we derive an expression for theuih-
put of the attacked flows as a function of the timescale of tb& D
flow, and hence of the DoS flow’s average rate. Furthermore, we
derive the “optimal” DoS traffic pattern (a two-level periodquare
wave) that minimizes its average rate for a given level of TCP
throughput for the victim, including zero throughput.

Next, we use ns-2 simulations to explore the impact of aggreg
tion and heterogeneity on the effectiveness of the shrexzlatiVe
show that even under aggregate flows with heterogeneoussRTT’
heterogeneous file sizes, different TCP variants (New RBAGK,
etc.), and different buffer management schemes (dropR&D,
etc.), similar behavior occurs albeit with different sétwefor dif-
ferent flows and scenarios. The reason for this is that orecérgt
brief outage occurs, all flows will simultaneously timeolittheir
RTOs are nearly identical, they synchronize to the attéshmes-
riod and will enter a cycle identical to the single-flow caseen
with heterogeneous RTTs and aggregation. However, withifig
variable RTTs, the success of the shrew DoS attack is walghte
such that small RTT flows will degrade far worse than large RTT
flows, so that the attack has the effect of a high-RTT-pas.filt
We show that in all such cases, detection mechanisms fatlthgo
non-responsive flows such as RED-PD are not able to thrbitle t
DosS attacker.

We then perform a set of Internet experiments in both a lawdl a
wide area environment. While necessarily small scale é@xyeits
(given that the expected outcome is to reduce TCP througioput
near zero), the experiments validate the basic findings hod s
that even a remote attacker (across a WAN) can dramaticallyce
TCP throughput. For example, in the WAN experiments, a remot
909 kb/sec average-rate attack consisting of 100 ms burste a
victim's RTO timescale reduced the victim’s throughputnfr®.8
Mb/sec to 1.2 Mb/sec.

Finally, we explore potential solutions to low rate DoS ck&a
While it may appear attractive to remove the RTO mechanidm al
together or choose very small RTO values, we do not purss@thi
enue as timeout mechanisms are fundamentally requirecievac
high performance during periods of heavy congestion [1§tdad,
we consider a class of randomization techniques in whichsflow
randomly select a value of minRTO such that they have random
null frequencies. We use a combination of analytical maodgedind
simulation to show that such strategies can only distortdigéitly
mitigate TCP’s frequency response to the shrew attack. tMere
we devise an optimal DoS attack given that flows are randoizi
their RTOs and show that such an attack is still quite severe.

In summary, vulnerability to low-rate DoS attacks is not as®
quence of poor or easily fixed TCP design, as TCP necessesily r
quires congestion control mechanisms at both fast (RTT )stowl
(RTO) timescales to achieve high performance and robustizes
diverse network conditions. Consequently, it appearssheh at-
tacks can only be mitigated and not prevented through raimem
tion. Development of prevention mechanisms that detedtcioab
low-rate flows remains an important area for future research

2. TCP'S TIMEOUT MECHANISM

Here, we present background on TCP’s retransmission titneou
(RTO) mechanism [28]. TCP Reno detects loss via either timeo
from non-receipt of ACKs, or by receipt of a triple-dupliesACK.

If loss occurs and less than three duplicate ACKs are regeieP

waits for a period of retransmission timeout to expire, GeEduits
congestion window to one packet and resends the pécket.

Selection of the timeout value requires a balance among xwo e
tremes: if set too low, spurious retransmissions will ocatnen
packets are incorrectly assumed lost when in fact the daA&&is
are merely delayed. Similarly, if set too high, flows will wain-
necessarily long to infer and recover from congestion.

To address the former factor, Allman and Paxson experirfignta
showed that TCP achieves near-maximal throughput if thastse
a lower bound for RTO of one second [1]. While potentially con
servative for small-RTT flows, the study found tladitflowsshould
have a timeout value of at least 1 second in order to ensute tha
congestion is cleared, thereby achieving the best periocema

To address the latter factor, a TCP sender maintains twe stat
variables, SRTT (smoothed round-trip time) and RTTVAR (rdu
trip time variation). According to [28], the rules govergiithe
computation of SRTT, RTTVAR, and RTO are as follows. Until
a RTT measurement has been made for a packet sent between the
sender and receiver, the sender sets RTO to three second=m Wh
the first RTT measureme®®’ is made, the host sets SRH R’,
RTTVAR = R'/2 and RTO = SRTT + max(G, 4RTTVAR),
whereG denotes the clock granularity (typicaly 100 ms). When
a subsequent RTT measurem@htis made, a host sets

RTTVAR = (1 — B) RTTVAR + B |SRTT— R/|
and
SRTT= (1 - a)SRTT+a R’

wherea = 1/8 andj = 1/4, as recommended in [15].
Thus, combining the two parts, a TCP sender sets its value of
RTO according to

RTO = max(MIinRTO, SRTT+ max(G, 4RTTVAR)). (1)
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Figure 1: Behavior of the TCP retransmission timer

Finally, we illustrate RTO management viargtransmission-
timer timeline in Figure 1. Assume that a packet with sequence
numberr is sent by a TCP sender at reference time 0, and that
a retransmission timer of 1 second is initiated upon itssinaie-
sion. If packetr is lost and fewer than three duplicate ACKs are

2Conditions under which TCP enters retransmission timeaty v
slightly according to TCP version. We discuss this issueen-S
tion 5.



received by the sender, the flow “times out” when the timeiresp %OS length of the peak |

att = 1sec. At this moment, the sender enters the exponential

backoff phase: it reduces the congestion window to one, ldsub ,rate agnitude of
the RTO value to 2 seconds, retransmits the un-ACKed padketw | the peak R
sequence numbet, and resets the retransmission timer with this |
new RTO value.

If the packet is lost agaimgt shown in Figure 1), exponential
backoff continues as the sender waits for the 2 sec-longneitnis-
sion timer to expire. At = 3sec, the sender doubles the RTO
value to 4 seconds and repeats the process.

Alternately, if packet: is successfully retransmitted at time= Figure 3: Square-wave DoS stream
1 sec as illustrated in Figure 1, its ACK will arrive to the sendt
time t=1+RTT. At this time, the TCP sender exits the expoia¢nt
backoff phase and enters slow start, doubling the window &z the link capacity), duratioh of scale RTT (long enough to induce
two, transmitting two new packets+ 1 andn +2, and reseting the  timeout but short enough to avoid detection), and pefiaaf scale
retransmission timer with the current RTO value of 2 sechéftivo RTO (chosen such that when flows attempt to exit timeout, éney
packets are not lost, they are acknowledged at time t=1+Z*RT faced with another loss).
and SRTT, RTTVAR and RTO are recomputed as described above.

Provided that minRTO> SRTT+ max(G, 4RTTVAR), RTois 3.2 Model

period of the attack T

again set to 1sec. Thus, in this scenario in which timeoutsiroc Consider a scenario of an attack shown in Figure 2(a). ltisths
but exponential backoff does not, the value of RTO deviatesd of a single bottleneck queue driven hyong-lived TCP flows with
more than RTT from minRTO fat > minRTO+ 2 RTT. heterogeneous RTTs and a single DoS flow. Denote;RiETthe
roundtrip time of the-th TCP flow,i = 1,--- ,n. The DoS flow
3. DOS ORIGINS AND MODELING is a periodic square-wave DoS stream shown in Figure 3. The fo

lowing result relates the throughput of the TCP flows to thegge
of the attack.

DoS TCP Throughput Result. Consider a periodic DoS attack
with periodT'. If the outage duration satisfies

(Cl) I'>RTT;

and the minimum RTO satisfies
3.1 Origins (C2) mIinRTO> SRTT + 4 « RTTVAR
foralli =1,---,n, then the normalized throughput of the aggre-
gate TCP flows is approximately

In this section, we describe how an attacker can exploit $CP’
timeout mechanism to perform a DoS attack. Next, we provide a
scenario and a system model of such an attack. Finally, welajev
a simple model for aggregate TCP throughput as a functioheof t
DosS traffic parameters.

The above timeout mechanism, while essential for robust con
gestion control, provides an opportunity for low-rate Ddfaeks

that exploit the slow-timescale dynamics of retransmissimers. [minRTO\ T _ 1ninRTO

In particular, an attacker can provoke a TCP flow to repepted p(T) = A p e L aTe] . 2

ter a retransmission timeout state by sending high-ratestart- [=ep 1T

duration bursts having RTT-scale burst length, and repegateri- This result is obtained as follows. As shown in Figure 2(bj t
odically at slower RTO timescales. The victim will be thtett to periodici-length bursts create shdftlength outages having high
near-zero throughput while the attacker will have low agereate packet losg.If I’ reaches the TCP flows’ RTT timescales, ile
making it difficult for counter-DoS mechanisms to detect. RTT,, foralli =1,--- ,n, then the congestion caused by the DoS

We refer to the short durations of the attacker's loss-imflic  pyrst lasts sufficiently long to foregl TCP flows to simultaneously
bursts aputagesand present a simple but illustrative model relat-  gnter timeout. Moreover, if MinRT® SRTT, + 4% RTTVAR;, for

ing the outage timescale (and hence attacker's averagetodtes i=1,---,n, all TCP flows will have identical values of RTO and
victim's throughput as follows. ) will thus timeout after minRTO seconds, which is the ideahment
First, consider a single TCP flow and a single DoS stream. As- o an attacker to create a new outage. Thus, in this caspiteles
sume that an attacker creates an initial outage at time O sti@d- their heterogeneous round-trip times, all TCP flows aredioro
duration high-rate burst. As shown in Figure 1, the TCP sewnde “synchronize” to the attacker and enter timeout at (neahg)same
wait for a retransmission timer of 1 sec to expire and wilhthieu- time, and attempt to recover at (nearly) the same time. Thben

and 1+2RTT, it will force TCP to wait another 2sec. By cregtin  that in Equation (2) we do not model throughput losses dubéeo t

similar outages at times 3, 7, 15,-, an attacker could deny service  sjow-start phase, but simply assume that TCP flows utilizzvail-
to the TCP flow while transmitting at extremely low averagera able bandwidth after exiting the timeout phase.

While potentially effective for a single flow, a DoS attackb@P Moreover, in the model, the aggregate TCP traffic is assumed
aggregates in which flows continually arrive and departiregpe- o ytilize the full link bandwidth after the end of each retsa
riodic (vs. exponentially spaced) outages at the minRT@siale. mission timeout and the beginning of the following outageb- O

Moreover, if all flows have an identical minRTO parameter&s I serve that if the period” is chosen such thaf > 1 + 2 RTT;,
ommended in RFC 2988 [28], the TCP flows can be forced into )| TCP flows will continually enter a retransmission timeati
continual timeouts if an attacker creates periodic outages _ 1sec duration. Thus, because Equation (2) assumes that=RTO
_Thus, we consider “square wave” shrew DoS attacks as shown inminRTO for7” > minRTO, while this is not the case in the period
Figure 3 in which the attacker transmits bursts of duratiand rate (MINRTO, MinRTO + 2 RTT), Equation (2) behaves as apper

R in a deterministic on-off pattern that has perifd As explored boundin practice. In other words, periodic DoS streams are not
below, a successful shrew attack will have r&téarge enough to

induce loss (i.e.R aggregated with existing traffic must exceed ®The relationship betwedrand!’ is explored in Section 4.
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Figure 2: DoS scenario and system model

utilizing TCP’s exponential backoff mechanism but rathepleit
repeated timeouts.

Next, we consider flows that do not satisfy conditions (C1) or
(C2).

DoS TCP Flow-Filtering Result. Consider a periodic DoS at-
tack with periodr’. If the outage duratiodl > RT'T; and minRTO>
SRTT + 4 « RTTVARfor i = 1,--- ,k whereas’ < RTT; or
MINRTO < SRTT + 4 « RTTVAR for j = k+ 1,---,n, then
Equation (2) holds for flows, - - - , k.

This result, shown similarly to that above, states that Eqoa
(2) holds forany TCP sub-aggregate for which conditions (C1) and
(C2) hold. In other words, if a shrew DoS attack is launchedon
group of flows such that only a subset satisfies the two camditi
that subset will obtain degraded throughput according taaign
(2), whereas the remaining flows will not. We refer to this s
filtering” in that such an attack will deny service to a sulefdtows
while leaving the remainder unaffected, or even obtainiigipdr
throughput. We explore this issue in detail in Section 5.

3.3 Example

Here, we present a baseline set of experiments to exploréesTCP
“frequency response” to shrew attacks. We first consideattze
lytical model and the scenario depicted in Figure 2 in whichdi-

pretation is as follows: if the attacker creates the minRd¥@iodic
outages, it will completely deny service to the TCP traffiac®the
brief outage occurs, all flows will simultaneously timeoithen
their timeout expires after minRTO seconds and they agaimstr
mit packets, the attacker creates another outage sucththfioivs
backoff again. Clearly, the most attractive period for a tt&cker
isminRTO(vs. MInRTQ'2), since it is the null frequency that min-
imizes the DoS flow’s average rate. Wh&n> minRTQ as the
period of the attack increases, the TCP flows obtain inangsi
higher throughput during durations between expirationetfans-
mission timers and the subsequent DoS outage.

Next, we perform a set of ns-2 simulations to compare against
the model. In these experiments, we again consider the $oena
of Figure 2 but with a single TCP flofv.The TCP Reno flow has
minRTO = 1 second and satisfies conditions (C1) and (C2). More
precisely, the propagation delay is 6 ms while the buffez Szset
such that the round-trip time may vary from 12 ms to 132 ms. The
link capacity is 1.5Mb/s, while the DoS traffic is a squaresva
stream with the peak rate 1.5 Mb/s and burst length 150 ms.

The curve labeled “simulation” in Figure 4 depicts the meegu
normalized throughput of the TCP flow. Figure 4 reveals tloptd=
tion (2) captures the basic frequency response of TCP tdhitesvs
DoS attack, characterizing the general trends and appadixim

tions (C1) and (C2) are satisfied and minRTO = 1 sec. The curve the location of the two null frequencies. Observe that theeho

labeled “model” in Figure 4 depictsvs. T as given by Equation
(2). Throughput is normalized to the link capacity, whichdan
high aggregation, is also the throughput that the TCP flowslavo
obtain if no DoS attack were present.

T 12 . ‘ ‘
3 model (1flow and aggregates) —+—
S 1r simulation (1 flow) ---x---- |
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Figure 4: DoS TCP throughput: model and simulation

Note that the average rate of the DoS attacker is decreasihg w
increasindl’ as its average rate is given 8/ /7. However, as in-
dicated by Equation (2) and Figure 4, the effectivenessenfttack
is clearlynotincreasing with the attacker’s average rate. Most crit-
ically, observe that there are two “nulls” in the frequenegponse
in which TCP throughput becomegra In particular,p(T) = 0
whenT = minRTO andl’ = minRTO/2. The physical inter-

overestimates measured TCP throughput between the twobesl|
cause the model assumes that TCP can utilize the full linkaap
between the end of an RTO and the occurrence of the new outage,
which is not the case due to slow-start.

4. CREATING DOS OUTAGES

In this section, we explore the traffic patterns that attexckan
use in order to create temporary outages that induce ragufcCP
timeouts. First, we study the instantaneous bottleneekigibe-
havior in periods when an attacker bursts packets into thvearle.
Next, we develop the DoS stream which minimizes the attacker
average rate while ensuring outages of a particular lerigttally,
we study square-wave DoS streams and identify the condiiion
which they accurately approximate the optimal double-2tS
streams.

4.1 Instantaneous Queue Behavior

Consider a bottleneck queue shared by a TCP flow and a DoS
flow which everyT seconds bursts at a constant rate,.s for
durationl. DenoteRrcp as the instantaneous rate of the TCP
flow, B as the queue size, a8}, as the queue size at the onset of

4Recall that Equation (2) holds for any number of flows. We simu
late TCP aggregates in Section 5.



an attack, assumed to occurtat 0. DoS streams accurately approximate the double-rate De@nstr

Denotel; as the time that the queue becomes full such that and do not require knowledge of network parameters, we usgeg
B_B wave DoS streams henceforth in both simulations and Intesie
I (B — Bo) (3) periments.

~ Roos + Rrcp —C
After [, seconds, the queue remains full fer= [ — [, seconds 5. AGGREGATION ANDHETEROGENEITY

gaﬁzose:i-ogiptﬁg WZi” géa':goéﬁogﬁg Ife}:;t(?(t)ﬁe %Clg fldole\Igh o In this section, we explore the impact of TCP flow aggregation

b t?'l't !”. tant Vi geto i o t and heterogeneity on the effectiveness of the shrew Do$katta
_Fl)_rgpaﬂ ity will iInstantaneously Increase signi |(_::;11ng_)dhorceb e’l First, we experiment with long-lived homogeneous-RTT TG#-t

ow t(.) enter a retransmission timeout with high proligbi fic and explore the DoS stream’s ability to synchronize floBesc-

(see also Figure 2). ond, we perform experiments in a heterogeneous RTT envigahm
4.2 Minimum Rate DoS Streams gnd explore the effect of RTT—based_fiItering. Third, we ytthl_b
impact of DoS streams on links dominated by web traffic. Fynal
we evaluate several TCP variants’ vulnerability to the shBoS
attacks.

As a baseline topology (and unless otherwise indicated)ome c
sider many flows sharing a single congested link with capacit
1.5Mb/s as in Figure 2. The one-wgyopagationdelay is 6 ms
and the buffer size is set such that thend-trip time varies from
12 msto 132 ms. The DosS traffic is a square-wave stream with pea
rate 1.5 Mb/s, burst duration 100 ms, and packet size 50.btes
all experiments, we generate a FTP/TCP flow in the reverse-dir
tion, whose ACK packets multiplex with TCP and DoS packets in
the forward direction. For each data point in the figuresweloe
perform five simulation runs and report averages. Each sitiounl
run lasts 1000 sec.

Suppose the attacker is limited to a peak rateRgf.. due to
a secondary bottleneck or the attacker’s access link rateavdid
router-based mechanisms that detect high rate flows, 223, [)oS
attackers are interested in ways to minimally expose theams
to detection mechanisms. To minimize the number of bytewstra
mitted while ensuring outages of a particular length, anciker
should transmit a double-rate DoS stream as depicted irré-igu
To fill the buffer without help from background traffic or the a
tacked flow require$; = B/(Rumax — C) seconds. Observe that
sending at the maximum possible rdig .. minimizesl; and con-
sequently the number of required bytes. Once the buffer fhks
attacker should reduce its rate to the bottleneck €at® ensure
continued loss using the lowest possible rate.

M os 5.1 Aggregation and Flow Synchronization
ra(t)e 11 The experiments of Section 3 illustrate that a DoS squarewav
| can severely degrade the throughput siragleTCP flow. Here, we
i 12 Rmax |]\‘ Bottleneck investigate the effectiveness of low bit-rate DoS stream§ GP
. aggregates with homogeneous RTTs for five long-lived TCP<low
$capa0|ty ¢ sharing the bottleneck.
period ofthe attack T g 12 j j TCP Aggregate ——
T 17 |
Figure 5: Double-rate DoS stream g 081 E
~ 0.6 | B
Thus, double-rate streamsinimizethe number of packets that é 04 .
need to be transmitted (for a given bottleneck queue Bizbot- 2 ool i
tleneck capacityC, and range of sending rates from 0Ry,.x) 2 0 ) ) ) )
among all possible sending streams that are able to enstioglipe = 0 1 2 3 4 5
outages with period” and lengthl,. DoS Inter-burst Period (sec)
To generate double-rate DoS streams in real networks, an at-
tacker can use a number of existing techniques to estimateadt Figure 6: DoS and aggregated TCP flows
tleneck link capacity [3, 4, 16, 19, 27], bottleneck-bandiiqueue
size [21] and secondary bottleneck rate [26]. Figure 6 depicts the normalizedigregatel CP throughput under

Regardless of the optimality of double-rate DoS streams, we the shrew DoS attack for different values of the pefladObserve
consider the simpler square-wave DoS attack shown in Figjae that similar to the one-flow case, the attack is highly susfteéso

an approximation. First, these streams do not require griowl- that Equation (2) can also model attacks on aggregates. \Howe
edge about the network except the bottleneck rate. Secbag, t we note that compared to the single-flow case, the throughiput
isolate the effect of a single timescale periodic attack. the null 1/RTO frequency is slightly larger in this case hessathe

To study the effectiveness of the square-wave, we perfamm-si maximum RTT of 132 ms is greater than the DoS burst length of
lation experiments to compare the two attacks’ frequensyaoases. 100 ms such that a micro-flow may survive an outage. Also obser

As an example, we consider a square-wave DoS stream with peakthat an attack at frequency 2/minRTO nearly completely iglates
rate 3.75 Mb/s and burst length= 50 ms and a double-rate stream the TCP traffic.

with R.,.x =10 Mb/s. For the double-rate streain,is computed The key reasons for this behavior are twofold. FiRT,0 ho-

as B/(Rmax — C), while I, is determined such that the number mogeneity(via minRTO) introduces a single vulnerable timescale,
of packets sent into the network is the same for both stredimes. even if flows have different RTTs (as explored below). Second
simulation parameters are the same as previously. DoS-induced synchronizatiosccurs when the DoS outage event

The resulting frequency responses in this example and ©ther causes all flows to enter timeout nearly simultaneously.effoey
(not shown) are nearly identical. Consequently, since regquave with RTO homogeneity, flows will also attempt to exit timeout



nearly simultaneously when they are re-attacked.

Synchronization of TCP flows was extensively explored in, [10
31] and was one of the main motivations for RED [11], whosd goa
is the avoidance of synchronization of many TCP flows deangas
their window at the same time. In contrast, the approach eed s
nario here are quite different, as an external maliciouscso(and
not TCP itself) is the source of synchronization. Consetiyen
mechanisms like RED are unable to prevent DoS-initiatedzyn
nization (see also Section 7).

5.2 RTT Heterogeneity

5.2.1 RTT-based Filtering

The above experiment shows that a DoS stream can significantl
degrade throughput of a TCP aggregate, provided that thegeut
length is long enough to force all TCP flows to enter a retragsm
sion timeout simultaneously. Here, we explore a heteraggsie
RTT environment with the objective of showing that a flow'd-vu
nerability to low-rate DoS attacks fundamentally dependsite
RTT, with shorter-RTT flows having increased vulnerability

0.8 1

0.6 | 1

0.4 B

0.2 B

Throughput (normalized)

0 n n n n n n n
20 30 40 50 60 70 80

Number of TCP flows

Figure 8: High aggregation with heterogeneous RTT

misleading, as the shorter-RTT flows have been dramaticaiéy
limited by the attack as in Figure 7. Hence, one can simuttasig
have high utilization and an effective DoS attack againsilbrto
moderate-RTT flows.

5.2.2 DoS Burst Length

The above experiments showed that DoS streams behave as a

We perform experiments with 20 long-lived TCP flows on a 108/b/ high-RT T-pass filter, in which the burst length is relatethifilter

link. The range of round-trip times is 20 to 460 ms [12], obéal
from representative Internet measurements [18]. We use thea-
surements to guide our setting of link propagation delaysliféer-

ent TCP flows’
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Figure 7: RTT-based filtering

Figure 7 depicts the normalized TCP throughput for eachef th
20 TCP flows. The curve labeled “no DoS” shows each flow’s
throughput in the absence of an attack. Observe that the flows
distribute the bandwidth proportionally to 1/RTT such thladrter-
RTT flows utilize more bandwidth than the longer ones. Theeur
labeled “DoS” shows each TCP flow's throughput when they are
multiplexed with a DoS square-wave stream with peak rate &M

cut-off timescale. Here, we directly investigate the intpafdourst
length.
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Figure 10: Impact of DoS burst length

For the same parameters as above, Figure 10 depicts aggregat
TCP throughput as a function of the DoS burst length. The fig-
ure shows that as the burst length increases, the DoS mean rat
increases, yet the aggregate TCP throughput decreasesmaueh
significantly. Indeed, as the burst length increases, th&¢Rit-
off timescale increases. In this way, flows with longer amtyker
RTTs are filtered. Consequently, the number of non-filtered<l
decreases such that aggregate TCP throughput decreasgkern
words, as the burst length increases, the sub-aggregatehfoh

burst length 100ms and period 1.1sec. Observe that this DoScondition (C1) holds enlarges. With a fixed number of flows, th

stream filters shorter-RTT flows up to a timescale of appraxaty

longer-RTT flows are unable to utilize the available bandkidnd

180 ms, beyond which higher RTT flows are less adversely af- the aggregate TCP throughput decreases.

fected. Also, observe that despite the excess capacitiabladue
to the shrew DoS attack, longer-RTT flows do not manage to im-
prove their throughput.

However, in a regime with many TCP flows with heterogeneous
RTTs, thenumberof non-filtered flows with high RTT will in-
crease, and they will eventually be of sufficient number ilizetall
available bandwidth left unused by the filtered smaller-RoWws.
Thus, the total TCP throughput will increase with the aggtiem
level for highly heterogeneous-RTT flows as illustrated igufe
8. Unfortunately, the high throughput and high link utitiza with
many flows (e.g., greater than 90% in the 80-flow scenaria)iteq

SWe did not fit the actual CDF of this data, but have uniformly
distributed round-trip times in the above range.

5.2.3 Peak Rate

Recall that the minimal-rate DoS streams studied in Seation
induce outages without any help from background traffic ardeu
the assumption that the initial buffer siZ is zero. However, in
practice, the buffer will also be occupied by packets fronerse
ACK traffic, UDP flows, etc. Consequently, in the presenceuchs
background traffic, the DoS source can potentially lowepéak
rate and yet maintain an effective attack.

Consider a scenario with five flows, a DoS flow and four long-
lived TCP flows. We set the link propagation delays in the sim-
ulator such that one TCP flow experiences shorter RTT (fluctu-
ates from 12 ms to 134 ms) while the other three have longelsRTT
(from 108 ms to 230 ms). Figure 11 depicts the throughput ef th
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Figure 11: Impact of DoS peak rate

short-RTT flow as a function of the normalized DoS peak rate va
ied from 0 to 1. Observe that relatively low peak rates are suf
ficient to filter the short-RTT flow. For example, a peak rate of
one third of the link capacity and hence an average rate 663.3
of the link capacity significantly degrades the short-RTTw8b
throughput at the null timescale. As hypothesized abovegdo
RTT flows here play the role of background traffic and increase
both By and the burst rate in periods of outages which enables
lower-than-bottleneck peak DoS rates to cause outages. fliihi
ther implies that very low rate periodic flows that operaterag of

the null TCP timescales¥*f£2, j = 1, - --) are highly prob-
lematic for TCP traffic. For example, some probing schemeis pe
odically burst for short time intervals at high rates in atelupt to
estimate the available bandwidth on an end-to-end path [17]

5.3 HTTP Traffic

Thus far, we have considered long-lived TCP flows. Here, we
study a scenario with flow arrival and departure dynamicdségialy
variable file sizes as incurred with HTTP traffic.

We adopt the model of [8] in which clients initiate sessiamsf

under 50% load and a factor of 5 under 100% load. Figures @th) a
(b) both indicate that larger files (greater than 100 packethis
scenario) become increasingly and highly vulnerable tcstivew
DoS attacks with the response times of files increasing bgrerd

of magnitude. However, observe that some flows benefit fram th
shrew attack and significantly decrease their responsestiffieis
occurs when a flow arrives into the system between two outages
and is able to transmit its entire file before the next outageis.

Next, observe that the deviation from the reference (no Bo&)
nario is larger in Figure 9(a) than 9(b). This is becaused¢kpanse
times are approximately 100 times lower for the no-DoS sdena
when the offered load is 50% as compared to the no-DoS scenari
when the system is fully utilized.

Finally, we performed experiments where DoS stream attagk m
tures of long- (FTP) and short-lived (HTTP) TCP flows. Theuits
(not shown) indicate that the conclusions obtained seglgrébr
FTP and HTTP traffic hold for FTP/HTTP aggregates.

5.4 TCP Variants

The effectiveness of low-rate DoS attacks depends ciifical
the attacker’s ability to create correlated packet lossebe sys-
tem and force TCP flows to enter retransmission timeout. &Vhil
we have studied TCP Reno thus far, a large body of work has been
done to help TCP flows survive multiple packet losses witréma
gle round trip time without incurring a retransmission toaoe For
example, New Reno [14] changes the sender’s behavior dEesy
Recovery upon receipt of partial ACK that acknowledges some
but not all packets that were outstanding at the start of #st Re-
covery period. Further improvements are obtained by TCPISAC
[13] when a large number of packets are dropped from a window
of data [7] because when a SACK receiver holds non-contiguou
data, it sends duplicate ACKs bearing the SACK option torimfo
the sender of the segments that have been correctly received
thorough analysis of the packet drops required to force flofzs

randomly chosen web sites with several web pages downloadedparticular TCP version to enter timeout is given in [7].

from each site. Each page contains several objects, eachioffiw
requires a TCP connection for delivery (i.e., HTTP 1.0). Triter-
page and inter-object time distributions are exponentiih \e-

Here, we evaluate the performance of TCP Reno, New Reno,
Tahoe and SACK under the shrew DoS attack. Figures 12 (a)-(d)
show TCP throughput for burst lengths of 30, 50, 70 and 90 ms,

spective means of 9 sec and 1 msec. Each page consists of temespectively. Figure 12(a) confirms that TCP Reno is indéed t

objects and the object size is distributed according to atBalis-
tribution with shape parameter 1.2. For the web transastio®
measure and average the response times for different digecte
Figure 9 depicts web-file response times normalized by the re
sponse times obtained when the DoS flow is not present in the sy
tem. Because of this normalization, the curve labeled “n& 0o
Figure 9 is a straight line with a value of one. The flows’ mean
HTTP request arrival rate is selected such that the offer€dmH
load is 50% and near 100% for Figures 9(a) and 9(b) respéctive
On average, the file response times increased by a factob of 3.

most fragile TCP variant, while the other three versionsehaet-
ter robustness to DoS. However, when the peak length ineseas
to 50 ms,all TCP variants obtain near zero throughput at the null
frequency as shown in Figure 12(b). The Figure also indéctitat
TCP is the most vulnerable to DoS in the 1-1.2 sec timescale re
gion. During this period, TCP flows are in slow-start and have
small window sizes such that a smaller number of packet $osse
are needed to force them to enter retransmission timeonall¥i
Figures (c)-(d) indicate that all TCP variations obtain @tighput
profile similar to Equation (2) when the outage duration éases,



~
T 12 : T T T
N
g |
5 0.8
(=
~= 06
=
3
S o4t
2 02}
=
= o ) [pqlse length = 301ms] §ack
= 0 1 2 3 4 5
DoS Inter-burst Period (sec)
(@)l =30ms
~
T 12 : T T T
N
g |
5 0.8
(=
~= 06
=
3
S o4t
2 02}
=
= o [pqlse length = 701ms]
= 0 1 2 3 4 5
DoS Inter-burst Period (sec)
(c)t=70ms

~
T 12 : T T T
N
g ; ‘
& L * XA
5 08
(=
~ 06
=
3
S o4
()]}
> 02 WA b Tahoe %
g o ; [pqlse length = 501ms]
= 0 1 2 3 4 5
DoS Inter-burst Period (sec)
(b)I =50 ms
~
T 12 : T T T
N
g ‘
5 0.8 3
(=
~ 06
=
3
S o4
()]}
3 o2}
= o [pqlse length = Qozms]
= 0 1 2 3 4 5
DoS Inter-burst Period (sec)
(d)I=90ms

Figure 12: TCP Reno, New Reno, Tahoe and SACK under shrew DoStacks

such that more packets are lost from the window of data. hdée
all packets from the window are lost, TCP has no alternatiied
wait for a retransmission timer to expire.

6. INTERNET EXPERIMENTS

In this section, we describe several DoS experiments pagdr
on the Internet. The scenario is depicted in Figure 13 and con
sists of a large file downloaded from a TCP SACK sender (TCP-
S) to a TCP SACK receiver (TCP-R). We configured the TCP-S
host to havenin RT'O=1 sec according to [28] and measured TCP
throughput usingperf. The shrew DoS attack was launched from
three different hosts using UDP-based active probing sofiirom
[25] in order to send high-precision DoS streams. All experits
are performed three times and averages are reported.

LAN1 OTCPR

Figure 13: DoS attack scenario

Intra-LAN Scenario. In this scenario, both the TCP sender

(TCP-S) and DoS (DoS-A) hosts are on the same 10 Mb/s Ether-

net LAN on Rice University, while the attacked host (TCP-R) i
on a different 10 Mb/s Ethernet LAN, two hops away from both

timescale of approximately 1.2 sec. When the attacker tnags
at this period, it has an average rate of 1.67 Mb/s. Withoet th
DoS stream, the TCP flow obtains 6.6 Mb/s throughput. Witt it,
obtains 780 kb/s throughput. Thus, the DoS attacker carralgve
throttle the victim’s throughput by nearly an order of magde.
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Figure 14: Internet experiments

Inter-LAN Scenario. In this, the TCP sender (TCP-S), DoS
source (DoS-B) and attacked host (TCP-R) are on three differ
LANs of the ETH (Zurich, Switzerland) campus network. The
route between the two traverses two routers and two Ethswitgthes,
with simple TCP measurements revealing that the TCP and DoS
LANSs are 100 Mb/s Ethernet LANs, while the attacked host is on
a 10 Mb/s Ethernet LAN. The peak rate of the square-wave DoS
stream is again 10 Mb/s while its duration is reduced as coadpa
to the Intra-LAN Scenario to 100 ms. The curve labeled “DoS-B
inter-LAN” in Figure 14 depicts the frequency response s #t-
tack. In this case, a DoS timescal€lof= 1.1 sec is the most dam-
aging to TCP, since here the TCP flow achieves 800 kb/s through
put, only 8.1% of the throughput it achieves without DoS flow
(9.8 Mb/s). At this timescale, the attacker has an averageafa

TCP-S and DoS-A. The peak rate of the square-wave DoS stream909 kb/s.

is 10 Mb/s while the burst length is 200ms. The curve labeled
“DoS-A (Intra-LAN)” in Figure 14 depicts the results of theex-
periments. The figure indicates that a null frequency exista

WAN Scenario. Finally, for the same TCP source/destination
pair as in the Inter-LAN Scenario, source DoS-C initiatefiew
DosS attack from a LAN at EPFL (Lausanne, Switzerland), ledat
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eight hops away from the destination. The DoS stream hasla pea flows, RED-PD routers, and the topology of Figure 2. For on@TC

rate of 10 Mb/s and a burst duration of 100 ms. The curve labele flow, Figure 15(a) indicates that RED-PDrist able to detect nor
“DoS-C (WAN)” shows the frequency response of these experi- throttle the DoS stream. For aggregated flows depicted inrBig

ments and indicates a nearly identical null locatedl'at= 1.1
sec. For this attack, the TCP flow’s throughput is degraded 2o
Mb/s from 9.8 Mb/s whereas the attacker has average rate®f 90
kb/s. This experiment illustrates the feasibility remoteattacks.
Namely, in the WAN Scenario, the DoS attacker has travefsed t
local provider's network and multiple routers and Etheswetches
before reaching its victim’s LAN. Thus, despite potentiaffic dis-
tortion that deviates the attacker’s traffic pattern frora Hyuare
wave, the attack is highly effective.

Thus, while necessarily small scale due to their (intendet)
verse effects, the experiments support the findings of the/acal
model and simulation experiments. The results indicatedffec-
tive shrew attacks can come from remote sites as well as yearb
LANS.

7. COUNTER-DOS TECHNIQUES

Here, we explore two classes of candidate counter-DoS mech-

anisms intended to mitigate the effects of shrew attackatere
assisted detection and throttling, and endpoint-basedoraiza-
tion.

7.1 Router-Assisted Mechanisms

15(b), RED-PD only affects the system if the attack occura at
timescale of less than 0.5 sec, i.e., only unnecessarily-fite at-
tacks can be addressed. Most critically, at the null timieso&

1.2 sec, RED-PD has no noticeable effect on throughput as com
pared to RED. Thus, while RED and RED-PD’s randomization has
lessened the severity of the null, the shrew attack reméfiestize
overall.

Next, in the above scenario with nine TCP SACK flows, we
vary the DoS peak rate and burst length to study the condition
under which the DoS flows will become detectable by RED-PD.
We first set the burst duration to 200 ms and then change the pea
rate from 0.5 Mb/s to 5 Mb/s. Figure 16(a) indicates that RPD-
starts detecting and throttling the square-wave streanpeak rate
of 4 Mb/s, which is more than twice than the bottleneck rate of
1.5Mb/s. Recall that in Section 5.2.3 we showed that a pealofa
one third the bottleneck capacity and a burst length of 100ans
be quite dangerous for short-RTT TCP flows.

Further, we fix the DoS peak rate to 2 Mb/s and vary the burst
length from 50 ms to 450 ms. Figure 16(b) shows that RED-PD
begins detecting the DoS flow at 300 ms timescales in this sce-
nario. Recall again that much shorter burst timescalesudfieisnt
to throttle not only short-RTT flows, but the entire aggregapf
heterogeneous-RTT TCP traffic.

As described above, DoS flows have low average rate, yet do Thus, Figure 16(b) captures the fundamental issue of tiatesc

send relatively high-rate bursts for short time intervatere, we
investigate if such traffic patterns can be identified as a 8ttek
by router-based algorithms.

Mechanisms for per-flow treatment at the router can be ¢iedsi
as scheduling or preferential dropping. Due to impleméoratim-
plicity and other advantages of preferential dropping eatredul-
ing (see reference [22]), we concentrate on dropping dlyos for
detection of DoS flows and/or achieving fairness among adapt
and non-adaptive flows. Candidate algorithms include Flam-R
dom Early Detection (FRED) [20], CHOKe [24], StochasticrFai
Blue (SFB) [9], the scheme of reference [2], ERUF [29], Stabi
lized RED (SRED) [23], dynamic buffer-limiting scheme frdbj
and RED with Preferential Dropping (RED-PD) [22]. Of these,
study RED-PD as it uses the packet drop history at the roater t
detect high-bandwidth flows with high confidence. Flows abav
configured target bandwidth are identified and monitored BPR
PD. Packets from the monitored flows are dropped with a proba-
bility dependent on the excess sending rate of the flow. RED-P
suspends preferential dropping when there is insufficientahd
from other traffic in the output queue, for example, when RED’
average queue size is less than the minimum threshold.

RED-PD detects high rate flows on longer timescales, whil& Do
streams operate at very short timescales. If these shionesdales
are used to detect malicious flows in the Internet, manyitegie
bursty TCP flows would be incorrectly detected as maliciduss
issue is studied in depth in reference [22], which concluthes
long timescale detection mechanisms are needed to avoab-exc
sively high false positives. Therefore, while short tim@eanech-
anisms such as [24, 20, 9, 5] may indeed be more effectivetat mi
igating shrew attacks, [22] indicates that the penalty fairtuse
may be quite high.

In summary, relatively long-timescale measurements apémred
to determine with confidence that a flow is transmitting atesxc
sively high rate and should be dropped. Because DoS attarks c
be of short RTT-scale duration, detection of low-rate DaSckis
is a fundamentally difficult task.

7.2 End-point minRTO Randomization

Since low-rate attacks exploitin RT'O homogeneity, we ex-
plore a counter-DoS mechanism in which endpoints randothi&ie
minRTOparameter in order to randomize their null frequencies.
Here, we develop a simple, yet illustrative model of TCP tigto-

We perform simulation experiments with one and nine TCP SACK put under such a scenario. In particular, we consider a eodduS
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Figure 16: Detecting DoS streams

strategy in which TCP senders randomize thaimRTOparameters
according to a uniform distribution in the ranfg b]. Our objec-
tive is to compute the TCP frequency response for a single flow
with a uniformly distributedminRTQ Moreover, some operating
systems use a simple periodic timer interrupt of 500 ms takhe
for timed-out connections. This implies that while the TGS
enter timeout at the same time, they recover uniformly oher t
[1,1.5] sec range. Thus, the following analysis applies equally to
such scenarios.

We have three cases according to the valu@'afs compared
to a andb. First, if ' > b. Thenp(T') = L=EELO) where
E(RTO) = (a +b)/2 so that

T — atb
p(T) = Tz,for T >b. (4)
Second, fofl” € [a, b), denotek as| 2 ]. Then,
T—aT-T 17 %
T: 2 2
=327 +;b—a(i+1)T
b—kT (k+1)T — 25t )
b—a (k+1)T

Equation (5) is derived as follows. Since only one outage at a
time can cause a TCP flow to enter retransmission timeout,rste fi
determine the probability for each outage to cause a rehisson
timeout and then multiply it by the corresponding conditibax-
pectation for the TCP throughput. In Equation (5), the fiestrt
denotes TCP throughput in the scenario when the retransmiss
timeout is caused by the next outage after the initial one f€hm
fjj denotes the probability that the initial RTO period has ex-
pired, which further means that the first outage after timaill

cause another RTO. The conditional expectation for TCRutitre
T+a

put in this scenario isPT;, where% denotes the expected
value of the end of the initial RTO, given that it happenediasn
a andT'. The second term of Equation (5) denotes TCP throughput
for outages = 2,--- , k — 1. The probability for them to occur is
%, and the conditional expectation of TCP throughp e ?T.
Finally, the third term in Equation (5) denotes TCP throughjpr
the (k 4+ 1)** outage.

Finally, whenT < a, it can be similarly shown that

a+b
2

(1T

_I#1T -

p(T) Jfor k=1,

(6)

and

a a at[F1T
[$1T —a[$1T - “H1T
b—a 21T

k—1 T
T 7

+ > .
i=[%]
b—kT (k+1)T —
b—a (k+1)T

Figure 17 shows that the above model matches well with simu-
lations for minRTO= uniform(1, 1.2). Observe that randomizing
the minRTOparameter shifts both null time scales and amplitudes
of TCP throughput on these timescales as a functienesfdb. The
longest most vulnerable timescale now becoffies b. Thus, in
order to minimize the TCP throughput, an attacker should foai
the retransmission timer to expire, and then create an eutath-
erwise, if the outage is performed prior#ipthere is a probability
that some flows’ retransmission timers have not yet expirethis
scenario, those flows survive the outage and utilize thdablei
bandwidth until they are throttled by the next outage.

p(T) =

(i+1)T

kT+b
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Figure 17: DoS under randomized RTO

Because an attacker’s ideal period/is= b under minRTO ran-
domization, we present the following relationship betweaggre-
gate TCP throughput and the DoS timescale.

Counter-DoS Randomization Result. Considern long-lived
TCP flows that experiendeperiodic outages. The normalized-
gregatethroughput of the: flows is approximately

b—(a+23%)
p(TZb)Z%

The derivation is given in the appendix.

Equation (8) indicates that as the number of flawscreases,
the normalized aggregate TCP throughput in the preserife-ob
timescale DoS attacks converges towaﬁtg%. Indeed, consider the
case that all flows experience an outage at the same refeieree
zero. When the number of flows in the system is high, a fraction

®)



of flows’ retransmission timers will expire sufficiently metme
a such that those flows can partially recover and utilize thelav
able bandwidth in the period from timeto timeb, when all flows
will again experience an outage. For the scenario of opeyatys-
tems that use a 500 ms periodic timeout interrupt, such tfata
“times out” uniformly in a [1,1.5] range, Equation (8) indies that
the TCP throughput degrades from 0.17 (single TCP flow) td 0.3
(TCP aggregate with many flows) under the 1.5 sec periodiclatt
There are two apparent strategies for increasing througtmpu
T = b timescales. First, it appears attractive to decreasdich
would significantly increase TCP throughput. However, Habat
conservative timeout mechanisms are fundamentally reduio
achieve high performance during periods of heavy conge$tip
Second, while increasingalso increases TCP throughput, it does
so only in higher aggregation regimes (wheis sufficiently large)
and in scenarios with long-lived TCP flows. On the other hamd,
creasing is not a good option for low aggregation regimes (when
n is small) since the TCP throughput can become too low since
we havep(T = b) H =2 Moreover, excessively large
b could significantly degrade the throughput of short-live@ T
flows which form the majority traffic in today’s Internet. lors-
mary, minRTO randomization indeed shifts and smoothes 3CP’
null frequencies. However, as a consequence of RTT heteesge
ity, the fundamental tradeoff between TCP performance artd v
nerability to low-rate DoS attacks remains.

_ n

8. CONCLUSIONS

This paper presents denial of service attacks that areatiedat-
tle TCP flows to a small fraction of their ideal rate while tsamit-
ting at sufficiently low average rate to elude detection. Wansed
that by exploiting TCP’s retransmission timeout mechanis@P
exhibits null frequencies when multiplexed with a maligtucho-
sen periodic DoS stream. We developed several DoS traffierpat
(including the minimum rate one) and through a combinaticeme
alytical modeling, an extensive set of simulations, andrmt ex-
periments we showed that (1) low-rate DoS attacks are ssittes
against both short- and long-lived TCP aggregates and #pre+
sent a realistic threat to today’s Internet; (2) in a hetenepus-
RTT environment, the success of the attack is weighted tsvar
shorter-RTT flows; (3) low-rate periodic open-loop streamsen
if not maliciously generated, can be very harmful to shoffFR
TCP traffic if their period matches one of the null TCP frequen
cies; and (4) both network-router (RED-PD) and end-poaxda
mechanisms can only mitigate, but not eliminate the effeogss
of the attack.

The underlying vulnerability is not due to poor design of DoS
detection or TCP timeout mechanisms, but rather to an inbere
tradeoff induced by a mismatch of defense and attack tinesca
Consequently, to completely defend the system in the poceseh
such attacks, one would necessarily have to significantyifsze
system performance in their absence.
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APPENDIX

Computing the throughput of a TCP aggregate onthe- b time-
scale.

Assume that an initial outage causes all TCP flows to enter the

retransmission timeout and assume fRat b. Then, the through-
put of the TCP aggregate can be computed as

b— E(x)
LB, ©)

whereE (X)) denotes expected value of a random varigblehich

corresponds to an event that at least one TCP flow’s time quittezk
attimez, z € [a, b]. Assuming that each TCP flowiainRT O is

uniformly distributed betweea andb, the CDF of X becomes

p(T'=b) =

b—x.,
b— a) ’

Denoting the corresponding pdf of random variable Xp&s),
we have

P(X<a)=1—( (10)

_oP(X<az)  (b-a)"!
p(z) = o =n G—a (1)
The expected value of, E(X) can be computed as
b n—1
_ (b—z)
E(X) —/u xn G—ar dz. (12)

The integral from Equation (12) can be solved by using irtegr

tion by parts with the substitutes>-=" " — gy andz = u. The
Thus, based on Equation (9), we

(b—a)m
solution isE(X) = a + &2

n+1"

have that Equation (8) holds.




