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Measurement-Based Admission Control with
Aggregate Traffic Envelopes

Jingyu Qiu and Edward W. KnighthyMember, IEEE

Abstract—The goal of admission control is to support the established, or 2) for flows with rate variations over multiple
quality-of-service demands of real-time applications via resource time scales, which are not adequately characterized by standard
reservation. In this paper, we introduce a new approach to traffic models such as the token bucket [13], [21], [22]
measurement-based admission control for multiclass networks . . . T B
with link sharing. We employ adaptive and measurement-based An_ ;_ilternat!ve technlqu.e for §upport|ng applications V_V'th ill-
maximal rate enve|0pe$)f the aggregate traffic flow to provide SpECIerd traffIC Chal’aCterIStICS Ismasurement—baSGéI’VIce:

a general and accurate traffic characterization that captures its by basing admission control decisions measuregroperties
temporal correlation as well as the available statistical multi-  of traffic rather thara priori client-specified guesses, the effects
plexing gain. In estimating applications’ future performance, we ot mistaken client traffic characterizations are largely alleviated,

introduce the notion of a schedulability confidence level which is th df traff del which t th t |
describes the uncertainty of the measurement-based “prediction” as IS e need iora ratic Motet WIICH CAPILIES e exact mui=

and reflects temporal variations in the measured envelope. We tiple time scale behavior of each traffic flow.

then devise techniques to control loss probability for a buffered ~ One may suppose that the problem of measurement-based
multiplexer servicing heterogeneous and bursty traffic flows, admission control (MBAC) can be solved by simply measuring
even in the regime of a moderate number of traffic flows, which the unknown parameters of the traffic flows at the network

is important in link-sharing environments. Finally, we have t d IVi isti del-based admissi trol
developed an implementation of the scheme on a prototype router routers and applying existing model-based admission contro

and performed a testbed measurement study, which together with algorithms. Unfortunately, it is impractical to require routers
extensive trace-driven simulations illustrates the effectiveness of to perform such real-time per-flow traffic measurements.

the approach in practical scenarios. Consequently, analogies with algorithms for statistical services
Index Terms—Admission control, quality of service, traffic en- are quite limited, as such work focuses on estimating prop-
velopes, real-time flows. erties of the aggregate flow from per-flow parameters, with

an emphasis on, for example, computational complexity and
characterization of statistical multiplexing gains.

In this paper, we design, implement, and evaluate an MBAC
NSURING minimum quality-of-service (QoS) levels toalgorithm for multiclass networks with link sharing [12]. We
traffic flows and groups of flows is an important challengelevelop a new theoretical framework of aggregate traffic en-

for future packet networks, and resource provisioning via adelopes as follows. First, to characterize the behavior of the
mission control is a key mechanism for achieving this. aggregate flow, we adaptively measureritaximal rate enve-

Consequently, a number of schemes have been devised whigle. Specifically, a traffic flow’srate is only meaningful if it

provide statistical services [19]. Here, a primary goal has begnassociated with a corresponding interval length. A rate en-
to admit the maximum number of flows possible (thereby effirelope therefore describes the flow’s behavior as a function of
ciently utilizing system resources) subject to user requiremenigerval length [20]. By measuring th@aximalrates over the
on throughput, loss probability, and delay. Extant algorithmsrresponding interval lengths, the extreme values of the ag-
achieve this goal by employing user-specified traffic paramgregate flow which are most likely to lead to packet loss are
ters to estimate aggregate resource demands after accountingdiiesctly characterized. We will show that this envelope-based
the effects of statistical multiplexing. Unfortunately, this acutgaffic characterization is not only a simple, robust, and gen-
reliance on each flow’s traffic parameters renders statistical seral description of the aggregate workload, but it is also accurate
vices difficult to deploy for 1) applications that cannot accuenough to characterize the multiplexer’s buffer dynamics, even
rately estimate their traffic parameters when the flow is firgh the case of heterogeneous flows with highly bursty (tempo-
rally correlated) traffic. Moreover, as the envelope does not em-
ploy a central-limit Gaussian traffic approximation, it can char-
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would occur. Conceptually, we begin with such a frameworkpeasurements of traffic envelopes are uncorrelated; we remove
but quantify the uncertainty of the prediction with what we terrthis assumption in Section I1-D.

a schedulability confidence leyelvhich reflects the variation

and temporal correlation of past envelope measurements, &ndAdaptive Measurement of Aggregate Rate Envelope

the uncertainty of the prediction of the future workload. This |n characterizing a flow’s rate, an associated interval length
concept allows us to control the QoS parameters that appli¢aast also be specified. For example, denotitjg, s + I;] as a
tions are ultimately concerned with, such as loss probability afgw’s arrivals in the interva[s, s + I.], A[s, s + Ii]/1I is the
delay-bound violation probability. For example, we derive agte in this particular interval. Moreover, the peak rate over any
expression for loss probability by estimating the mean numbgterval of lengthl;, is given byR;, = max, A[s, s + Ii]/Ix.
of bits lost when the future arrivals exceed the measured enyge refer to a set of rate&;, which bound the flow’s rate over
lope of the past. intervals of length,, as a maximal rate envelope, a traffic char-
To evaluate our approach and compare it to alternacterization similar in spirit to [20].
tive schemes, we perform an extensive set of simulationThe goal of our measurement methodology is twofold. First,
experiments using traces of compressed video as well Bsmeasuring the maximal rate envelope of the aggregate flow,
model-generated long-range dependent traffic. With a larg® capture the short time-scale burstiness of the traffic, which
set of experiments, including scenarios with low capacitlows us to analyze the dynamics of a buffered multiplexer with
links in which only moderate statistical multiplexing gains aradmission of a new flow. Second, we measure the variation of
available, we illustrate the scheme’s robustness and abilitytt@e aggregate flow’s rate envelope to characterize longer time
accurately control the admissible region subject to the clasgale fluctuations in the traffic characteristics. With the varia-
QoS requirements. tion in the measured envelope, we can determine the confidence
Finally, we have implemented the scheme on a testbedeaiiues of our schedulability condition and estimate the expected
prototype routers. We describe our design’s key componerfigction of bits dropped should the schedulability condition fail
namely, measurement, signaling, and admission control mad-hold.
ules. We report measurements obtained from a set of testbetlve consider time to be slotted with width= I;, the min-
experiments and demonstrate the feasibility of aggregate enveum interval of the measured rate envelope, which may be
lope-based traffic monitoring and admission control. larger than the packet transmission time. Denctings the ag-
The remainder of this paper is organized as follows. In Segregate arrivals in time slatsuch thate; = A[tr, (t + 1)7],
tion I, we present the MBAC algorithm. We describe our meave define the maximal rate envelope over the ffagme slots
surement methodology, derive conditions for aggregate scheétgm the current time as

lability with an associated confidence level, derive an expres- s

sion for loss probability, and introduce a scheme to incorporate R = 1 max Z @, 1)
temporal correlation of the envelopes themselves. The section kr t-Ttk<s<t w—s k1

ends with a discussion of measured rate envelopes and the algo- . )

rithm’s robustness to the measurement time scale. In Sectionf®{ # = 1, ..., 7. Thus,R;, k = 1, ... T', describes the ag-

we present the results of simulation experiments. In Section 8yegate rate over intervals of length = &7 in themost recent
we describe our implementation of the scheme on a prototype™ Seconds: for notational simplicity, the dependenceand
router and report the results of a testbed measurement study! 1§ implicit through the superscript. This envelope measures

Section V we review related work and in Section VI we corthe short time-scale burstiness and autocorrelation structure of
clude. the aggregate flow.

Every T time slots (guidelines for setting the measurement
window T, typically on the order of several seconds, are pre-
sented in Section II-E-3), the current enveld@eis measured
using (1) andR} Ré"_l),k =1,...,Tandn =2, ..., N.
Thus, the variance of the measured envelopes over theypast
Here, we describe a new approach for measurement-bagé@dows of lengthZ” can be computed as

Il. ALGORITHM FOR MEASUREMENT-BASED ADMISSION
CONTROL

admission control that utilizes measured values of aggregate M
traffic envelopes. Our scheme consists of a measurement algo- 0’;3 _ 1 Z (Ry — Fk)Q )
rithm and an admission control algorithm. The measurement al- M-1 ~

gorithm continually updates the recent empirical aggregate en-

velope and measures the envelope’s temporal variation. The w#iere 22, is the empirical mean of th&'s, > = Ri*/M.
mission control algorithm, invoked upon arrival of a new flow’sThus, we measure thariability of the aggregate envelope over
admission request, conceptually consists of two parts. First, We M time slots to characterize the variation of the envelope it-
check for aggregate schedulability with an associated predicti®®lf over longer time scales.

confidence level, and second, we estimate the loss probabilityFor an interval of lengtl’, we denote the distribution of the
The new flow is admitted if the predicted performance paramgaximal rateR;, by Fi(-). Thus, for stationary arrivals, the
ters satisfy the QoS requirements of the new flow as well as fture) aggregate flow satisfies

existing flows. For simplicity of explanation, we develop the ad- _

mission control algorithm under the assumption that successive £’ {mSaXA[& s+kr|/kT < R + Oéffk} =o() ()
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where the rate envelope of the past aggregate flow multiplexed with the
_ new flow is bounded by Ry, + 7 + aoy), k = 1,2, ..., T,
Ritaos also with probability®(c).
O(a) = dFy, 4 . N . .
e We consider two approximations g,( - ). First, motivated

by extreme value theory (reviewed in Section II-E-2) [5], the
and (4) represents the maximum likelihood estimation of tt@umbel distribution describes the asymptotic distribution of the

probability that the peak rate is less th&p + coy, [27]. peak rate for a wide range of underlying traffic types, including
log-normal, Gamma, and Gaussian distributions. Consequently,
B. Aggregate Schedulability and Confidence Level ®(«) can be approximated as

For a new flow requesting admission, only a coarse char- a—
acterization of its traffic is required, as user-specified param- P(a) =~ exp [— €Xp <— 5 )} 9)
eters are only used in the initial assessment of the impact of
the new flow, and not in later admission decisions. We comith X\ and§ computed fromR;, ando;, as described in Sec-
sider a general envelope for the new flow which we denote ltign I1-E-2.
the rates,, ..., rr so that users may specify their traffic pa- Second, ad’;. has a narrow distribution in practice, we also
rameters viaany deterministic traffic model with a piecewiseconsider the Gaussian distribution due to its computational ad-
linear traffic constraint function [20]. In particular, a new usevantages (in Section II-D) and approximaitéx) as
can specify a single “peak rat@"at setup time so that, = p _ -
forall 1 < k < 7. Similarly, if the source characterizes its (a) ~ 1 /R’“J’a” ox <_(7’ - Rk)2> dr. (10)
traffic with the standard dual leaky-bucket model using param- ~ Voror J_oo P 20,3

eters(p, o, p), then its maximal rate over intervals of lendth ) .

is given by Therefore, with this bound on the envelope of the aggregate
flow that includes the traffic of the new flow, the probability that

no loss or delay bound violations will occur is

1
T = A min(ply, o + ply).
k

P {max kT(By +r, — C) < C’d} (12)
Then, upon arrival of a new flow request, we first perform k
a test for “aggregate schedulability.” This test ensures that fgf  thjs is the probability that the schedulability condition of
a certain confidence level, no packet loss will occur if the nep) js satisfied.
flow i_s admitt_ed_. The confidence level is required here s_ince Finally, (6) approximates this probability with confidence
there is na priori assurance that the past envelppe will cont_|n_qg_ve| &(a) by employing the maximum variance approach, i.e.,
to bound the aggregate flow, as is the case in a determinis{i¢ considering only the dominant time scale under which loss

approach. 3 . or delay bound violation is most likely to occur. See [19] and
Schedulability TestConsider a new flow bounded by[7] for a detailed study and justification of this approximation
ri, k= 1,..., T requesting admission to a traffic class, 5 related scenario of statistical services.

serviced at rate”, with maximum delay requirement, and  \ye make the following observations about the schedulability
with buffer capacity of at least’ - d. Let the aggregate flow be et First, for both approximations fo,( - ), a Gaussian heavy-
characterized by the peak rate enveldpewith meanfi, and  raffic approximation is not required, @& - ) refers to the dis-
varlansrea%, k=1,...,T. With admission of a new flow, no yihytion of the peak rate, not of the underlying traffic. More-
loss will occur with approximate confidence levig{c) if over, as described later in Lemma 1, the peak rate distribution
_ plays a lesser role in resource management as compared to the
hEX {kr(Bx + i+ a0k —C)} <Cd (6) (istribution of the underlying traffic, and we find experimen-
tally that both choices are widely applicable.
and Next, we note that even with a modest number of multiplexed
flows, Ry + aoy > 7. Consequently, if a new flow mischar-
Ry +rr+aor <C. (7) acterizes its traffic parameters, the impact on the schedulability
condition is relatively minor. Note further that specified traffic
Equation (6) considers the buffer dynamics of the multiplexg@arameters (correct or not) for previously admitted flows are
and ensures that no packet is delayed beyond its required bowntlised in the test as the impact of these flows on network per-
Equation (7) is asstability condition as it ensures that the mearformance isneasurediia the aggregate envelope.
rate over intervals of lengtif’ is less than link capacity with ~ Finally, we note that despite our use of a maximal rate en-
confidence leveb(«), so that the busy period is less tHBmlso  velope, our approach is able to measure and exploit the ex-
with probability ®(«). Denoting the arrivals of the new flow by tent to which sources statistically multiplex. For example, if

A, since flows happened to synchronize in a worst-case manner, then the
measured envelopR; would be exactly the sum of the indi-
max {A[s, s+t + A[s, s+ t]} vidual r;, envelopes of (5). However, when flows are statisti-

. cally independent and economies of scale are present, we ex-
< max Afs, s +#] +max Als, s+# (8) pect that in practiceR + oy, the rate envelope of the ag-
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gregate process, will be significantly less than the sum of theNote that while the above loss probability test also uses a
individual worst-case envelopes. We explore these observati@esussian approximation for the distribution Bf,, the result

experimentally in Section IlI. can easily be extended to other distributidiys (Recall thatF,
refers to the distribution of thmaximunrate over intervals of
C. Loss Probability lengthk, as opposed to the distribution of the arrival sequence

As described above, thmaximalrate of the aggregate flow itself.) For example, the loss probability estimate can be refined
over intervals of lengthl;, has mearR;, and variances? as 0 the Gumbel distribution as
given by past measurements. The schedulability test provides a v+ /oo

no-loss schedulability condition that is satisfied with probability?(£x — £ (r — Ry) dby,

®(«). However, if the future aggregate rate envelope exceeds i
Ry + aoy, then loss and delay bound violations may occur. _ /Oo 1
. - = oy, (r— o) —
In particular, the loss probability test below enables the MBAC o o
algorithm to ensure that the fraction of bits lost, or the loss prob- z— Ao T — Ao
ability, is within the class’ service agreement. Xp{~ I d

Loss Probability Test:Consider an aggregate traffic flow that o
satisfies the schedulability test and has mean boundingtate ~ oy, / (z— ) 1 exp <_“7 — AO) dx

and variance; over intervals of lengtit. For a link capacity bo bo
C, buffer sizeB, and schedulability confidence lev@é(«), the — opbp e (@M /%)
loss probability is approximately
with A\¢ and éy obtained from the mean and variance, as de-
oV ()

Piogs & max

= (12) scribed in Section II-E-2.
k=1,2,...T Rp

Finally, we observe that by considering buffered multiplexers

where and hence the temporal correlation structure of the traffic, this
admission control test has approximatélyimes the computa-
W(a) = 1 o—(e?/2) _ o[l — &(a)]. (13) tional_ complexity of a bufferl_ess tes_t, wheras the number of

V2r slots in the measurement window, i.e., the computational com-

. S plexity is increased by the order of the correlation function.
This loss test is justified as follows. Let

~ — D. Conditional Prediction of Traffic Envelopes
Ry = Ry, + aoy.
Here, we describe a simple technique for measuring and ex-

From the schedulability test, we have that no loss will occgloiting the correlation structure of the envelopes themselves.

unless the future bounding rafe, exceedsk;, for somek = Inother words, a traffic envelopieR;. }7_, describes the flow’s
1, ..., T, which occurs with probability — ®(«). For a par- correlation structure up to intervals of lengthwith flows con-
ticular & and exceeding rat&;, the mean number of bits lost ortinually arriving and departing as well as possible long range
dropped due to buffer overflow, denoted by, satisfies dependence of the aggregate flow, we incorporate correlation at
time scales greater thah, i.e., temporal correlation of the en-
E(Ly) < E(Ry, — Rp)t - Tr velope itself.

As an illustrative example, consider a number of consecutive
for the worst-case scenario that loss occurs over the entineasurement windows of lengfhin which the network is ad-

window T'. Further,E( Ry, — Rk)+ can be computed as mitting new flows without any leaving. In contrast, consider the
R same traffic load, with time reversed, such that flows are contin-
E(R; — Rp)* ually leaving the network. In both cas®s ando? are the same
_ /°° (r— Ry) dF so that if an MBAC glgorith_m uses only this informatior_1 _(the_
R k) Sk envelope and its variation), it would make the same decision in
oo R 1 (r — Ry)? both cases, potentially overadmitting flows in the former case
~ / (r — Ry) ——— exp <——2> dr and unnecessarily rejecting flows in the latter case.
R, V2roy, 203,

To solve this problem without assuming a specific call
. { 1 o—(a2/2) _ afl - @(a)]} (14) process and traffic quel, we measure the correlatior_1 structure
-k V2r of the aggregate traffic’'s empirical mean rate over time win-
dows of lengthZ". In particular, denoting?}. as the mean rate
under the Gaussian approximationfp. The fraction of bits over thejth window of duratioriZ’, R;’s correlation function
lostis the ratio of the number of violating bits to the total number

of bits sent. Considering again the dominant interval length and V(i) =E [R{FRJTM} (15)
maximum variance, the loss probability can be approximated by

(12). characterizes the long-time-scale traffic dynamics including the

IWe consider that packets that violate their delay bound are dropped and é&ﬂpé}Ct (_)f flow arrivals and _d_eparturesj B_>elow, WQ show how
sider only loss. application of standard conditional prediction techniques [17] to
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Ry (the rate over intervals of lengii) can improve predictions 12 T T T T
i i Single Source ——
of tr_]e entire Frafflc envglqpe. . . 10 - 30 Mux’d Sources ———-
First, we wish to predict;. using the measured current mean g Average Rate -----
ratef?; ' as well as previous measured rafgs”, ..., &, . E 8
Define%; ; as % 6
N
Y5 =(—j)— Rr? 16 % 4
=]
. . . =
and defineX as anM — 1 by M — 1 matrix with elementg; ;, 2
i, j=1,..., M — 1. Restricting this conditional prediction to 0 L L ! ]
linear functions of?%: *, R 2, ..., Ri™, we estimatd?’. as 0 0.1 02 0.3 0.4 0.5
interval length (seconds)
i e & el
Ry = Ry + 22257 @) Fig. 1. Peak rate envelope for multiplexed video sources.
whereX, is a row vectofy b)) e, Np— andy .
. 2 Y {2, My 22 M) -y SML %]—TZ/ updated on the time scale of several seconds), the MBAC algo-
isacolumnvectofR " — Ry, R "—Ry, ..., RV =Ryl

When the peak rat&y is a Gaussian process with correlatio rqlthm can prevent overadmission of flows when the system load

. j ; L is increasing over longer time scales due to successive arrivals.
function~(¢), the mean square error of this prediction is

) b 2 w1l E. Discussion
I'“ = g1 — 222 El (18) A . A
1) Maximal Envelopes and Aggregate Traffim this sec-

where¥; is a column vectofSy; 1, Saz 2, ..., Sar m—1]7  tion, we explore the use of a maximal rate envelope to cap-

ando? is given by (2). ture the important multiplexing properties of the traffic flows.
Thus,f{% is the linear least squares estimationRgf given For two Scenarios, Flg 1 depicts a flow’'s maximal rate enve-
RITYL RS RTM wWe estimatd%i;p in this way because l0pe normalized to the flow's mean rate. In the figure, the upper
1) it is computationally simple, and 2) iR is a correlated curve depicts the normalized gnvelop(_a ofasi_ngle 30-min trace
Gaussian process, then Computiﬂg as above is an op“ma] of an MPEG-Compressed action movie. PIOttlng the bOUndlng

prediction, minimizing rate to mean ratie;, versus the interval lengthy, the figure
shows how the traffic characterization captures the maximum
A . . 2 . . . 1 )
E (sz _ Ri_p) R RS RIM (19) rates and durations of the flow’s bursts. Fo1r example, for small
interval lengths R, approaches the source’s peak rate, which

o is about ten times the mean rate. For longer interval lengghs
the prediction’s mean square error. ~ decreases toward the long-term average rate, which is the total
Now, we turn to incorporating this improved predictionh,mper of bits in the MPEG sequence divided by the length of
of R into an improved estimate of the entire envelopg,e sequence.
1, Ky, ..., Ry, to refine the prediction of loss probability  The second curve of Fig. 1 shows the normalized envelope
given above. _ _ of 30 multiplexed copies of this same trace. If all 30 flows are
To achieve this, we define aormalized envelop@s the gyactly synchronized, then this second curve would overlap ex-
peak-to-meanratia, = 1/ Ry forintervals oflengthly. With — 5¢41y with the first. However, when the flows have statistically
an estimate of the mean and variance,gicomputed i"gﬁ” anal- independent phases, the peaks of each flow do not line up ex-
0gous manner, as in SE;\({)IIOI’] I-A, @6 = (1/M)3 .1 7i"  actly, and when normalized to the aggregate traffic’s mean rate,
andé? = (1/(M —1)) 3>, _, (r" —7%)?, our refined estimate the measured normalized envelope of the aggregate flow is sig-
of the maximal rate envelope and its variance are given by pjficantly less than that of the individual flow. Hence, even with
A a traffic characterization which describes the flow’s maximal
K =Trx Rr (20)  rates, the extent to which flows statistically multiplex is evident.
op = (Th +&) (R?p + 1“2) - R3. (21)  We also note from Fig. 1 that the autocorrelation structure of
the flow is revealed from the traffic envelope. For example, with
We note that by writingR;, = 7 * R, the dynamics o,  a single flow, the source’s alternation between large intracoded
are decomposed into two parts, one the normalized envejoperames and smaller intercoded frames is evident from the shape
which reflects the burstiness over intervals of lenfjtlin each of the normalized rate envelopes, with its sharp drop from one
window of lengthZ’, and the other the mean rat- in intervals to two frame times and its oscillation thereafter. However, when
of lengthZ” which, with its autocorrelation structure, describethese video sources multiplexed, this quasiperiodicity is largely
the flow dynamics at time scales longer tHEnThus, the goal removed as evidenced by the near monotonicity of the envelope
of employing conditional prediction to envelope estimation is tof the aggregate flow. Thus, with largéf, the normalized en-
efficiently incorporate slow time scale behavior into estimatiovelope of the aggregate flow approaches the long-term average
of the future traffic envelope. Finally, we note from the experiate.
ments of Section IlI-E that with this relatively minor computa- Finally, we note that in addition to characterizing the extreme
tional overhead of the above scheme (the computational covalues of the traffic flow which can be exploited for resource
plexity of the conditional prediction algorithm is small &% is  allocation, the maximal rate envelope has the desirable property
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that the variation of thenaximunrate tends to be less than the Buffer Dynamics
variance of the flow itself. The following lemma shows that this Stability Condition ~ — — —
is asymptotically true for uncorrelated flows with bounded rate.
Lemma 1:Denote ¢, as the arrival rate in window

t and let the maximum rate i¥° windows be ¢xp =
max{¢1, ¢2, ..., ¢7}. Denoting the distribution ofp, as
G(x), If ¢, is bounded by capacity’ so thatG(z) = 1
for x > C and ¢, is independent ofp,, s # ¢, then
limg oo { E[px3] — E[¢*r]*} = 0.

Proof: The distribution ofp+ is given byG*(x) under
the independence assumption so that the limiting distribution is >

Admissible Region = ==

admissible region

lim G%(z) =

0, z<C
. { ’ =U(x-0C) Fig. 2. Setting the measurement winda@w
—00

1, =z>C
whereU(z) is a step function. Thus, the limiting variance opoorly setl’ can only underutilize network resources. For a par-
¢= is given by ticular 7", either the delay test or the stability condition will re-
strict the admission of a new flow, so that the admissible region
] oo, oo is the smaller of the two admissible regions calculated from (6)
Jim var(dsr) :/ a” dU(x) — </ de(w)) and (7). Fig. 2 illustrates the relationship between the admis-
o - sible region (number of admitted flows) and the measurement
which is C2 — ¢? = 0, while the variance of the rate itselfWindow 7. If 7" is set too smallg, the rate variation over in-
asymptotically remains vapf). tervals of lengthl’, will be large, so that the stability condition

2) Distribution of the Peak-Rate Envelop@p motivate cannot be satisfied. Alternatively, dsis set larger, the mea-
the application of extreme value theory, consider a sequeriéé€d maximum ratér,, will also increase as the “maximum”
X1, X5, ... of independent and identically distributed randorif taken over a larger data set. Consequently, under a workload
variables with distributionF'(x). The maximum ofn such characterized by a high rate with low variance, the buffer size

2

random variables has distribution in the buffer test can be effectively assumed to be zero, and the
available capacity for the aggregate traffic becomes the bottle-
" neck.
P <1I£%Xn Xis x) = (). (22) In between these two extremes, there exists an opfiiial

where the maximal admissible region is achieved. From our

Extreme value theory addresses the asymptotic distributierperiments, we find that our proposed MBAC algorithm can
of max;<;<, X;: analogous to how the central limit theoremachieve within 5% of the best admissible region over an order
describes the distribution of sums of random variables withoot magnitude of choices df. Regardless, we note that setting
requiring knowledge of their exact underlying distributions, exef the measurement time scale is a fundamental one to MBAC,
treme value theory describes the distribution of éxtremes and further discussions of its proper setting can be found in [4],
of sequences of random variables for a general class of undég], and [18], for example.
lying distributions. In particular, for a large class of distributions
F(z), including Gaussian, exponential, log-normal, Gamma, IIl. SIMULATION EXPERIMENTS

Gumbel, and Raleigh distributions ) ,
In this section, we evaluate the performance of the new al-

Y gorithm for measurement-based admission control and compare
lim P < max X; < a:) = exp [— exp <——>} (23) with[11], [18]. The workload consists of a set of twenty 30-min
noee \Isise 6 traces of MPEG and JPEG compressed video from [26]. In addi-
tion, we perform simulations using heavy-tailed on—off sources,
which also form a long-range dependent traffic flow in aggre-
over, even ifX,, X, ... aredependentfor most correlation gate. With this collection of traces and an implementation of our

structures and the same class of distributions above, the asyM dA(ijal_gor_lthm, we ;I)erform a set (f)f trace_(—jdrlver? 5|mL;Iat|?f_n
totic distribution ofP(max,<;<, X; < ) is still Gumbel [5]. and admission control experiments for a wide variety of traffic

Observe that for the measurement algorithm, the mean and vaHxes and network capacities.

ance of the Gumbel distribution are measured, yieldirmgndé ) )

for (9). We find experimentally that the asymptotic approxima?: Workload and Experimental Scenario

tion works well, even for moderate valuesBf The MPEG traces from [26] exhibit both fast-time-scale
3) Setting the Measurement Wind@wv Here, we discuss rate variations due primarily to the coder’s alternation between

how to set the measurement wind@wWith (6) and (7), the ap- large intracoded frames and smaller intercoded frames, and

plications’ specified QoS will always be satisfied for any choicslow-time-scale rate variations due to scene changes. The

of the measurement windoW. As we will illustrate below, a 20 traces exhibit considerable heterogeneity and burstiness

whereexp[— exp(—(z — A)/6)] is @ Gumbel distribution with
meany = A + 0.577 726, and variancer> = 7262 /6. More-
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Fig. 4. Admissible regions from simulations and MBAC algorithms.

with mean rates ranging from 175 to 960 kb/s and standard - . .
deviations from 269 to 892 kb/s ness of an admission control algorithm can be evaluated in two

In addition to the variability and autocorrelation of the traffic ays: One is by comparing the admissible _reg|on_(number of
for an individual trace, these traffic flows retain a significan?dm!tte_d ﬂOWS) ach|eve_d by the M_BAC algorithm with the true
temporal correlation structure when they are multiplexed. Fig. missible region (F)btalned e>_<per|mentally_) under the same _set
illustrates the nature of the autocorrelation structure of the g _QOS constraints; the (_)ther 1S by comparing the QoS pred|c-
gregate flow by depicting an example variance-time plot of ns of the MBAC. algon.thm with those obta_med expermen-
tglly under a certain traffic load. In the experiments below, we

multiplexed flows. The figure depicts the normalized varianc . . )
of the aggregate arrivals as a function of interval length. As dgvaluate the effectiveness of our MBAC algorithm in these two

scribed in [23], an uncorrelated arrival sequence would havé'\'%l

variance-time characterization given by a line with slefdeon n addition to evaluating the aggregate envelope MBAC al-

the figure’s log—log scale. In contrast, the figure indicates thg?mhm' we also compare with wo schemes from the litera-

the aggregate flow is highly bursty with a significant autocorrél-"re' First, we consider the approach of Jatial.[18], Wh'Ch
lation structure over a wide range of interval lengths. uses an equivalent token bucket model to characterize the ag-

In the following experiments, flows are randomly choseﬁrega:je btrafﬂc ﬂOW_ of eagh Clissl'l_AdTh'SS'on contrgl 'Sd p'edrt-h
from the 20 traces with randomly shifted initial phase. Eachymed by measuring and controliing the average bangwi

flow has exponential holding time with mean 600 seconds, atl lization 7 and the experienced maximal queueing delay

flows arrive with exponential interarrival times with mean thre%0 t?rget vaIuE[as. 'In our expetnmer;tsl,gw\(lav;;etttheor(;,c)\oTr2nended
seconds. A new flow provides the MBAC algorithm with jt €rormance tuning parameters o [18] etio D94 =2,

: S =1/24s,andl’ = 3s.
leaky-bucket paramete(s, p) and QoS requirements (delay, ' i , . .
Pss). Our MBAC algorithm is then invoked to measure the We also compare with Floyd's approach [11], which, like the

aggregate traffic and perform admission control as describeoai%greg"’Ite envelope MBAC, addresses scenarios with moderate

Section Il with a measurement window of two seconds and Slr&;mbers of multiplexed traffic flows. As pointed out in [11],

duration ofr = 10 ms. We first consider afirst-come—ﬁrst—serve\‘j’vl:](i:hhath‘c’ce?/airl'Ob'lS |mp0rti:;1 nti n artli't?kr;szatrmg enwrrto nr:err:]tbmr
multiplexer with buffer size3, the video traces as the workload, ch the available capacily 1S partitioned 10 Support a numbe

and a link capacity of” = 45 Mb/s. We set the buffer size to of services and traffic classes. The algorithm in [11] is based

be C times the required delay bound so that the deIay—bouR$ tt:e Hoeffdmtg t}:)unii Wh't%h Ut'“.fﬁstr:he. n;ggdsurclad mian ;ate
violation probability is the same as the loss probability. € aggregate flow together wi € Individual peax rates

measure the fraction of bits that are dropped from the aggregg§e3peCiﬁed and policed for each flow. In the experiments, we

flow as the empirical loss probabilityand measure the fractionsnt100th dthe V|_de_o soijlrc’e O\éer_twil;/e frames to reduce the peak
of time that the multiplexer is busy as the average utilizatioff . and maximize [11]'s admissible region.
Fig. 4 depicts the results of our experiments for talgel, =

of the multiplexer. We perform repeated simulations for each _, and link capacity’ — 45 MbJs. In the figure. a point on
= 49 . y

scenario and report average results along with 95% confiderél;be A te Envelope” s th i
intervals where applicable. e “Aggregate Envelope” curve represents the average utiliza-

tion achieved by our MBAC algorithm, subject to the QoS con-
straints as given by the delay bound depicted on the horizontal
axis and a loss probability db—*. The “Simulation” curve de-

A key goal of an admission control algorithm is to admit thgjcts the experimental admissible region, or the maximum uti-
maximum number of traffic flows possible without violatinglization achievable subject to these QoS constraints. We observe
their QoS requirements, i.e., to maximize resource utilizatiQRat the aggregate envelope algorithm accurately controls the ad-
subject to some QoS constraints. Consequently, the effectivgissible region subject to the QoS constraints, capturing most of

2 . . _ the available statistical multiplexing gain with the difference be-
See [19] for a comparison of this measure with the more commonly usﬁﬁ/een the utilizations of the “Simulation” and “Aggregate Enve-
“tail probability,” which is the fraction of time an infinite buffer queue exceed ggreg

a thresholdB. lope” curves less than 5%. Moreover, the target QoS objectives

B. MBAC Performance with Trace-Driven Simulations
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Fig. 5. Admissible regions with a moderate number of flo@s= 5 Mb/s. Fig. 6. Economies of scale with a large number of sources.

are met and measured loss probabilities are within one or two 1 ! ! ! ! ! J ! !
orders of magnitude below the target value. For example, for a
20 ms delay, the mean measured loss probabilitysis< 1072,

We also observe that the algorithm distinguishes among dif-
ferent QoS requirements, properly increasing the admissible re--

ation

Simulation Fo—

gion as the delay requirement becomes less restrictive. % 04 | Agg. Envelope MBAC H— i
Further observe from Fig. 4 that the aggregate enve- = [JDSZ97] MBAC B

lope MBAC algorithm attains higher utilizations than both o2 L |

“JDSZ97" [18] and “Floyd96” [11], while still satisfying '

the target QoS. In particular, for small delay requirements 0 ) \ L ) | ! I )

below 10 ms, [18] is conservative, rejecting admission of new 0O 10 20 30 40 SO 60 70 80

flows because the delay test fails (in [18, eq. (7)]). For larger delay (msec)

delay-bound requirements, its utilizations are approximatell}/ _ _

70% compared to simulated utilizations above 80%. A furth&fe- 7+ Experiments with Pareto on-off sources.

advantage of the proposed approach is our control of QoS

parameters directly via the delay and loss probability, ratheyrve and incorporating the region’s increasing trend with larger

than indirectly through the “target utilization” parameter. delay bounds; moreover, measured loss probabilities are within
Finally, the admissible region of [11] is approximately 409@n order of magnitude below the target value.

for all delays. The difference is due to two factors. First, we In Fig. 6, we study the economics of scale with a large

perform admission control using maximal rates of gdygre- number of sources. The experiments depicted in the figure

gateflow rather than user-specified per-flow peak rates: thegxplore the ability of the algorithm to exploit statistical mul-

experiments indicate that such aggregate control is importdiiexing gains available from multiplexing a large number of

for exploiting the full statistical multiplexing gain. Second, wesources. For a fixed loss probability b§—*, the figure depicts

have incorporated buffering into our MBAC algorithm whichthe achievable utilization versus the link capadityat delay

as evidenced by Fig. 4 and quite significantly in Fig. 5, furthdrounds 0 and 20 ms. As shown, with larger link capacities,

increases system utilization. further economies of scale can be exploited (i.e., fewer network
resources per source are required) and higher utilization can
C. From Moderate to Large Numbers of Traffic Flows be achieved, and the buffering gain is significant even at large

As discussed above, the capacity allocated to a particuf@Pacities. o
class of traffic can be quite small in a link sharing environment, Tog9éther, Figs. 4-6 indicate that the aggregate envelope
and a Gaussian approximation of the aggregate traffic distrif{BAC algorithm performs well over a wide range of link
tion may be inaccurate. Both the aggregate envelope algoritﬁﬁp?‘c't'es and buffer sizes, from less than ten to thousands of
and [11] address this scenario. To compare these two MBARffic flows.
algorithms with a moderate number of flows, we perform ex- ) ) ]
periments with a link capacity of 5 Mb/s, which allows onlyP- Experiments with Multiplexed Pareto On-Off Sources
5 to 10 active video sources. Fig. 5 depicts the resulting ad-In [30], Willinger et al. showed that on—off sources with
missible regions for targeP.,s = 10~* and new users ar- heavy-tailed distributions exhibit self-similarity when aggre-
riving with a mean interval of 30 s. Observe that at this smaldlated. Motivated by this observation and following [18], we
capacity, the simulated utilization is much lower than for a 4&xplore the ability of the algorithm to support the Pareto on—off
Mb/s link, as significant statistical multiplexing gains are nadources described in [18] (sources LRD1 and LRD2 in [18,
possible with so few sources. Regardless, the “Aggregate Hiable 1]). In particular, we use a link capacity of 10 Mb/s and
velope” curve indicates that the proposed algorithm is still ableve flows characterize their traffic by only their peak rate, i.e.,
to control the admissible region, closely following the simulatea token bucket depth of one token and a token rate of 256. In
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TABLE |
IMPACT OF CONDITIONAL PREDICTION ALGORITHM ON MBAC

delay | 1 msec | 10 msec | 20 msec | 40 msec | 60 msec

MBAC without conditional prediction, target P55 = 10~*

Prvae (#1079 0.02 0.6 40 5.0 6.0

MBAC Util. (%) 69.0 84.0 88.6 90.0 91.0

Simul. Util. (%) 75.2 848 866 | 878 888
MBAC with conditional prediction, target Py, = 1074

Prbac(#10™%) 0.002 0.02 0.26 0.61 0.54

MBAC Util. (%) 63.8 79.2 849 87.7 885

Simul. Util. (%) 74.1 84.4 86.9 88.3 89.4

the experiments, a heterogeneous traffic mix is considered wikbws by approximately 2% utilization if conditional prediction

LRD1 and LRD2 sources chosen with equal probability. is not used. (We note that under the refined Gumbel approxima-
Fig. 7 depicts representative results of these experimetitm, the trend is similar, although such overadmission was not

again with a target loss probability ah—* and the delay is observed.) As described in Section 1I-D, the reason for this is

depicted on the horizontal axis. Observe that for the sméflat successive traffic envelopes are correlated and this must be

delay bounds, both the aggregate envelope approach and [dajtured in admission control. By accounting for this property

are quite close to the true admissible region. However, fasing conditional prediction techniques, the table indicates that

larger delays, the rate test of [18] remains the bottleneck so ttiz¢ MBAC algorithm can control the admissible region with a

potential utilization gains due to buffering are not exploitechigher degree of accuracy.

In contrast, the aggregate envelope approach exploits this

Significant utilization gain due to buffering. This is in part IV. | MPLEMENTATION AND MEASUREMENTS

due to an envelope’s ability to simultaneously account for . . , , .

the interaction among a flow's bandwidth and buffer (delay) In this section, we describe our implementation and testbed

requirements without the need for a conservative separation®dP€MMents on a network of prototype FreeBSD v3.2 routers

these two resources. In addition, our notion of a schedulabilﬁ'yd hosts inter-connected via 10 and 100 Mb/s links.
confidence level provides a finer level of control over QoS ]
parameters such as the delay-bound-violation probability. A- Design Issues
A key principle for our implementation is a modular design
that divides the architecture into separate components. The
In Section II-D, we described a technique by which we exsbjective is to develop the scheme’s building blocks indepen-
ploit the temporal correlation of successive traffic envelopes tiently, with simple interfaces among elements. In this way, the
incorporate the effects of flow arrivals and departures as wsblution is applicable to systems with a broad range of router
as to capture traffic dynamics at time scales larger than thatasthitectures and capabilities, including high-speed hardware
the envelope and measurement window (typically on the orderplementations. These components are the traffic measure-
of several seconds). In the experiments below, we illustrate timent module which assesses the current per-class workload,
effectiveness and importance of this aspect of the MBAC ahe signaling protocol by which new flows are established, and
gorithm. Moreover, while the above experiments employ thtee admission control module which accepts or rejects requests
Gumbel approximation to the distribution of the peak rate en establish new real-time flows.
velope as in (9), here we employ the Gaussian approximation ofl) Measurement ModuleThe measurement module
(10) for its computational advantages in conditional predictiononsists of mechanisms for data collection and envelope
Table | shows the utilizations and loss probabilities obtainedmputation.
by the MBAC algorithm both with and without the conditional We have utilized two techniques for collection of arrival data.
prediction scheme of Section II-D. In the table, the target logdrst, we employ tcpdump to record each packet’s arrival time,
probability is10~* and Py, is the loss probability measuredsize, and class over the previous one-second interval, informa-
from simulations; “MBAC Util.” is the utilization achieved with tion which is later utilized in computing the maximal rate en-
the MBAC algorithm, and “Simul. Util.” is obtained from sim- velope. The advantage of this approach is that tcpdump is a
ulation. standard traffic measurement tool with well-tuned implemen-
We observe from the table that both with and without corations; we utilize tcpdump in our testbed experiments reported
ditional prediction, the utilization achieved by the MBAC albelow. For higher speed routers beyond the 10 Mb/s link ca-
gorithm is quite close to that of the simulation. However, ngacities in the testbed, we have devised an implementation of
tice that without conditional prediction, the MBAC algorithmboth the data collection and envelope computation mechanisms
can slightly underestimate the loss probability, or equivalentiysing so-called network processors. In particular, we used the Tl
overadmit traffic flows. In particular, the table indicates thatMS320C6000 family of network processors, which consist of
at a delay bound of 20 ms, the MBAC algorithm overadmita C6000 DSP platform combined with high-speed network 1/O.

E. Impact of Flow Arrivals and Departures
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Such high-speed measurement and traffic analysis provides a TABLE I
mechanism for the scheme to scale to high-speed routers. TESTBED MEASUREMENTS
To compute a class’ maximum rate envelope, the method € Delay Number Mean Maximum | % Outside

scribed in Section Il determines the flow’s peak rate for a giveRegst (msec) | Flows | Delay (msec) | Delay (msec) | Bound

interval length. An analogous method which we use in our i 5 16.0 1.52 17.9 1.25

plementation is to instead measure the minimum interval leng 10 16.3 1.83 22.5 1.20

over which a certain number of bytes are transmitted. We use I____20 18.0 2.35 36.8 0.56
21.1 12.85 124.7 6.16

latter approach because it reduces computational complexity <
removing divisions by the interval lengths from the algorithm.

In other wo.rds,' instgad ofdetermining the maximu_m number%j performed for each individual flow, whereas measurement,
bytes to arrive in an interval of given size (via a sliding W'ndowgtorage, and forwarding is aggregate, i.e., neither traffic mea-

or discretizing the time scale, we calculate the minimum img, e ments, control plane state, nor scheduling is performed on
required for a certain number of bytes to arrive, or d'scret'zo?per-flow basis

the data scale. In our implementation, we discretize the arrival’s3) Admission Control ModuleThe admission control pro-

byte scale logarithmically, with eight levels beginning at 1 kBpeqre is invoked by the RSVP daemon when a router receives
Observe that in both cases, each packet arrival is measutethsy/p packet. The procedure’s parameters are a target delay
(we do not consider packet sampling), and traffic analysis ji%,nq and loss probability (which in turn constrairg and
performed on a per-class basis. The resulting envelope is thgg available capacity’. The measurement windo® must
communicated via a shared memory interface to the admissign, pe specified. With a new admission request, the RSVP
controllmod.ule. , daemon accesses the quantized peak rate envelope via shared
2) Signaling and Control Plane\We have implemented the e mory communication with the measurement module as de-
MBAC scheme within two architectures. The first s the IntSeryq e 4 apove. The test ensures that for the eight discrete “byte”
architecture [8] that uses RSVP signaling as specified in [§lye(s of the envelope, the schedulability and loss probability
[32]. Within this framework, the algorithm is providing a muI—tests are passed, i.e., for the targethe empirical minimum
ticlass controlled-load-like service [31], yet with particular 1az i al time (mean minus times the standard deviation) is suf-

tency and loss targets for each class, and hence, a strongerg&tiyiy large so that the delay and loss requirements are satis-
vice model than specified by [31]. The second architecture, dgsy

scribed in [6], achieves scalability by processing signaling mes-y, ¢ implementation, the admission control procedure re-

sages only at edge routers, and managing services on a per-gaifbq 0.19 to 0.58 ms to perform, measured as the time between
basis. In this paper, we describe our measurements in the forgigt  the RSVP daemon calls the admission control procedure,
architecture, with measurements in the edge-based architec{yr& hen the decision is returned. This corresponds to approxi-

described in [28]. mately 2.4% of the 8 to 22 ms total flow setup time, measured as

For this implementation, hosts request a QoS session by fiist {ime petween when the originating host generates an RSVP
generating an RSVP message with their reservation requ‘?ﬁéssage, until it receives its accept or reject message.
Such messages are forwarded toward the destination and

processed by the RSVP daemon at each node along the path
Each RSVP router has several local procedures for reservation
setup and enforcement. Policy control determines whether théur testbed consists of three routers, each connected to the
user has administrative permission to make the reservatitwo other, with multiple hosts connected to each router. Max-
Admission control keeps track of the system resources amaum link rates are 100 Mb/s for hosts and 10 Mb/s for routers,
determines whether the node has sufficient resources to supgymanually configured by the multiport Ethernet cards. The
the requested QoS. The RSVP daemon invokes both procedumefer size of the routers is 250 packets, which for a link ca-
before accepting the new flow. If either test fails, the RSVPacity of 10 Mb/s and MTU of 1500 bytes corresponds to a
daemon returns an error notification to the application that origiaximum queuing delay of 300 ms. We have performed an ex-
inated the request. If both checks succeed, the RSVP daerntmmsive measurement study on the testbed and below report a set
sets parameters in the packet classifier and packet schedafeneasurements from a configuration in which multiple flows
to obtain the requested QoS. The packet classifier determiaeg established across a single router.
the QoS class for each packet and the packet scheduler ordefor traffic sources, we designed a Pareto on—off traffic gener-
packet transmission to achieve the promised QoS for eaafor that transmits packets only with successful admission sig-
stream [32]. Our implementation consists of a modificationaled by RSVP. Packets are generated according to the Pareto
of the RSVP daemon to call the admission control procedune—off model with the following parameters: packet size 1000
described in Section Il and as described below. (In contrast, thyes, mean burst time 250 ms, mean idle time 250 ms, peak
architecture of [28] simplifies the signaling protocol itself asate 800 kb/s, and average rate 400 kb/s. The Pareto shape pa-
only edge routers are signaled.) rameter is 1.9 and the flow lifetime is five minutes. The traffic
While a detailed measurement study of the performance génerator also handles communication with RSVP. In order to
RSVP signaling can be found in [24], below we present meaemmunicate the user’s request to the network, a module in the
surements of the latency incurred due to both the admission ctniadffic generation program on the source host side generates a
trol procedure and signaling. Here, we observe that signalipgth message, while a module on the destination side sends a

Testbed Measurements
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reserve message with the QoS request. By calling the RSVP apOther studies have used a simplified system model, e.g.,
plication interface function, the sender side receives the admigHferless multiplexers [10], [11], [14]-[16], and/or simplified
sion control result. traffic models, e.g., Gaussian arrivals [10], [16], to study

Table Il shows the results of the experiments. Each row corgarticular aspects of MBAC. For example, a study of the role
sponds to experiments with a particular delay target of 5 to 60 mkthe measurement window and the impact of measurement
as specified in the first column, and the remaining columns sh@wrors is found in [16]. In contrast, our goal was to design
the measured performance averaged over three to five exparid implement an algorithm that can exploit buffering, is
ments. In all cases, the measured link capacity using netperépplicable to both moderate and large numbers of flows, and
9 Mb/s indicating that the range of admissible flows is 11 to 22pplies to a general class of traffic types. Regardless, such
corresponding to peak-rate and average-rate allocation, respgtgdies complement our work, and can be used for example to
tively. determine the ideal setting of the measurement window.

We make the following observations about the experiments.The MBAC algorithm in [18] measures an equivalent token
First, the algorithm has exploited statistical multiplexing gainducket model to characterize the aggregate traffic flow of each
even in this scenario of a moderate number of traffic flowslass, and performs admission control by measuring and con-
The average link utilizations are in the range of 67% to 94%olling the aggregate bandwidth utilization and the experienced
As a consequence of overbooking, violations of the targetaximal queueing delay. Our work generalizes this approach
delay occur, and the fifth column indicates that the violatiorie two distinct ways. First, an envelope is a more general and
range from 0.56% to 6.16% of packets. Second, observe thaturate traffic characterization than the token bucket, as the
assigning different delay targets has the desired impact tken bucket captures flow behavior at only a single time scale.
measured performance, allowing mean delays in the rangeSacond, by monitoring variations in the observed envelope and
1.52 to 12.85 ms, and maximum delays in the range of 174rroducing a schedulability confidence level, we develop a way
to 124.7 ms. Hence, the algorithm provides the basic mecliar network service providers to directly control QoS measures
nisms for performance differentiation in multiclass networksuch as loss probability and maximum delay. This contrasts with
Finally, we observe that the targeted violations due to statisti¢aB] which requires proper setting of a “target utilization” pa-
multiplexing cannot be precisely met, as the percentage raimeter, which may require dynamic retuning under different
violations differs in the four cases despite having the sametraffic types.
of 1.0 for all experiments. The differences arise from a numberThe performance study of [2], [3] found a large class of
of factors: the quantization of the measured arrival proce?dBAC algorithms (including this one) to obtain identical per-
the discrete nature of flows themselves (a discrete numberfofmance. Our conclusions are quite different as we consider
flows is admitted, whereas to achieve the precise QoS targie¢rformance” to be the system'’s ability to properly control the
may require betweet¥V and N + 1 flows); the strong impact admissible region under a set of prespecified QoS parameters.
on QoS for each new flow in the regime of a moderate numbkr contrast, [2] views QoS parameters as tunable parameters
of flows; and the extreme burstiness of the traffic itself. Thusather than prespecified service objectives, and finds that all
these measurements illustrate the difficulties of achievirgggorithmsmeasurethe same loss probability under a given
precise control of class QoS measures, but do indicate that thiéization, although theiinput QoS parameters can be vastly
algorithm can control admissions so that empirical QoS hadldferent. Alternatively, we compare algorithms’ measured
strong correspondence to the targeted values. loss probability undeidenticalinput QoS parameters; further
justification of our experimental methodology was provided in
Section Il

Finally, in recent work, we have used the approach presented

Aggregate statistical traffic envelopes for QoS have beéhthis paper as a foundation for studying scalable multiclass
studied in [1], [25]. The focus of [1] is statistical multiplexingadmission control. In particular, in [6], [28], we design and im-
of adversarial flows while the focus of [25] is interclasplement a scheme in which edge nodes passively monitor net-
resource sharing. Both studies address statistical multiplexiwgrk paths to assess their available service. Admission control
in a number of multiclass schedulers such as strict priority afienctionality is then fully distributed by signaling only a flow’s
earliest deadline first. In contrast, our MBAC algorithm utilize€gress router.
measurement® characterize and control the aggregate traffic
envelope.

Several approaches to MBAC perform admission control
usinga priori per-flow traffic models such as on—off in addition In this paper, we introduced a novel algorithm for measure-
to aggregate measurements, e.g., [11], [14], [15]. While alient-based admission control (MBAC) that exploits measured
schemes require at least mnitial coarse description of a newpeak rate envelopes of the aggregate traffic flow to allocate net-
flow, we have found that later discarding all specified parameork resources. Our approach uses the ability of the aggre-
ters (even if they are accurate) and performing aggregate congrate flow’s envelope to reveal the critical characteristics of the
is important for efficient service provisioning. Namely, we findraffic for admission control, such as the extent to which flows
that using prespecified parameters to estimate properties of #ine statistically sharing network resources and the autocorrela-
aggregate flow introduces inaccuracies that can be avoidedtlon structure of the aggregate flow. Since there is no assurance
directly observing and controlling the aggregate flow. that the aggregate flow will continue to be bounded by its past
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