In ACM Multimedia Systems Journdl(6):346-356, 1996

RCSP and Stop-and-Go:
A Comparison of Two Non-Work-Conserving Disciplines For
Supporting Multimedia Communication

Hui Zhang Edward W. Knightly
School of Computer Science ECE Department
Carnegie Mellon University Rice University
hzhang@cs.cmu.edu knightly@ece.rice.edu
Abstract

To support emerging real-time applications, high speezhiatted services networks need to provide end-to-end
performance guarantees on a per-connection basis in a métgenvironment. In addition to the issue of how
to allocate resources to meet diverse QOS requirements imgke Switch, resource management algorithms also
need to account for the fact that traffic may get burstier amdtler as it traverses the network due to complex
interaction among packet streams at each switch. To adthissproblem, several non-work-conserving packet
service disciplines have been proposed. A non-work-censgserver is one that may be idle even when there
are packets available to be sent. By holding packets undtticeonditions, non-work-conserving servers fully or
partially reconstructthe traffic pattern of the originalisze inside the network, and prevents the traffic from beogmi

burstier.

In this paper, we compare two non-work-conserving senviseiplines: Stop-and-Go and Rate-Controlled Static
Priority or RCSP. Stop-and-Go uses a multi-level framimatsgy to allocate resources in a single switch and to
ensure traffic smoothness throughout the network. RCSPugdemthe server functions by having two components:
a regulator to control traffic distortion introduced by niplktxing effects and load fluctuations in previous servers,
and a static priority scheduler to multiplex the regulatadfic. We compare the two service disciplines in terms of
traffic specification, scheduling mechanism, buffer spacgiirement, end-to-end delay characteristics, connectio
admission control algorithms, and achievable networlkzatiion. The comparison is first done analytically, and then
empirically by using two 10-minute traces of MPEG comprelagdeo.

1 Introduction

High speed networking has introduced opportunities for nautimedia applications such as video conferencing,
scientific visualization, and medical imaging. These aggtions have stringent network performance requirements i
terms of combinations of parameters such as throughpuaty,dilay-jitter, and loss-rate. To support these new appli
cations, networks need to provide real-time communicag@ices that allow network clients to transport inforroati
with performance guarantees expressed in terms of theaenpters. It has been argued that a connection-oriented
architecture with explicit resource allocation and cotimecadmission control is needed to offer such a real-time
service [7]. In a packet-switching network, packets frorffiedént connections will interact with each other at each
multiplexing point. Without proper control, these inteians may adversely affect the network performance experi-
enced by clients. The service disciplines at the switchodgs, which control the order in which packets are serviced,
determine how packets from different connections intenaitt each other.

Service disciplines and associated performance problewestieen widely studied in the contexts of hard real-time
systems and queueing systems. However, results from thediesare not directly applicable to integrated-services



networks for the following reasons. Analyses of hard reaktsystems usually assume a single server environment,
periodic jobs, and the job delay bounded by its period [27¢wiever, network traffic is bursty, and the delay con-
straint for each individual connection is independent®b@éndwidth requirement. In addition, boundsamal-to-end
performance need to be guaranteed metworkingenvironment, where traffic dynamics are far more complex tha

in a single server environment. Queueing analysis is affieudt to apply to this problem since it is often intractable
for realistic traffic models. Moreover, classical queueamglyses usually studyerageperformance foaggregate
traffic [16] — in integrated-services networks, perform@ahounds need to be derived opex-connectiomasis [6, 20].

In addition to the challenge of providing end-to-end pemwection performance guarantees to heterogeneous, bursty
traffic sources, service disciplines mustda@pleenough to be implemented at very high speeds.

A service discipline can be classified as either work-consgror non-work-conserving. With a work-conserving
discipline, a server is never idle when there is a packet nd.s&Vith a non-work-conserving discipline, the server
may be idle even when there are packets waiting for transmnisRecent studies suggest that non-work-conserving
disciplines have some unique characteristics that make sugtable for providing performance guarantees in packet
switching networks [34, 36]. In this paper, we compare twarésentative non-work-conserving disciplines proposed
in the context of high speed networks: Stop-and-Go [10] aatfontrolled Static Priority or RCSP [32]. Although
both Stop-and-Go and RCSP can be used to provide statigtieahntees [12, 35], only deterministic performance
guarantees are considered in this paper.

The remainder of the paper is organized as the follows. Wedissuss the background and motivate the need for
non-work-conserving disciplines in Section 2. We theneemhe two disciplines and compare them by casting them
into the same framework of rate-controlled service discgd in Section 3. In Section 4, we discuss the admission con-
trol algorithms, end-to-end delay characteristics, arftebspace requirements for the two disciplines. In Sectipn
we quantitatively compare the maximum network utilizatibat can be achieved by the two disciplines. Finally, in
Sections 6, Section 7, and 8 we respectively examine impl&atien issues, review related work, and conclude.

2 Background

In order to provide end-to-end performance guarantees en@pnection basis, a connection-oriented and reservatio
based architecture is needed [7]. In such an architechers tire two phases in a communication session: connection
establishment and data transfer. During the connecti@bksihment, the client first specifies its end-to-end traffic
and performance parameters to the network. The networkttheslates them into local parameters, and performs a
set of connection admission control tests with the locahpeters at each switch. The new connection is accepted
only if there are enough resources to guarantee its perfarenat all switches along the path. During data transfers,
each switch will transmit packets from different connegi@ccording to a packet service discipline. By ensuring tha
the local performance requirements are met at each switelerid-to-end performance requirements can be satisfied.
Notice that there are two levels of control in this paradigihe connection admission control at the connection level,
and the service discipline at the packet level. A compleligtimm needs to specify both the service discipline and the
associated connection admission control conditions.

A switch can provide local performance guarantees to a atiumeonly when the traffic on that connection behaves
according to its specified traffic characteristics. Howewmetwork load fluctuations at previous switches may distort
the traffic pattern of a connection and cause an instantanggher rate at some switch even when the connection
satisfies the client-specified rate constraint at the eoéréao the network. Since a connection’s local performance
bounds can be guaranteed only if its input traffic at the $wsattisfies a certain traffic characterization, traffic patte
distortions may make it difficult to guarantee local perfarmoe bounds at the switches inside the network.

One solution to this problem is tcharacterizethe traffic pattern distortion inside the network, and deitkie
traffic characterization at the entrance to each switch fcharacterizations of the source traffic and of the traffic
pattern distortions [1, 4, 19, 25]. In general, charactegzraffic inside the network is difficult. In networks with
work-conservingservice disciplines, even in situations when the trafficdeshe network can be characterized, the
worst-case traffic is usually more bursty inside the netvtbda that at the entrance. This property is independent
of the traffic model being used. In [4], a deterministic fluidatel (o, p) is used to characterize a traffic source. A
source is said to satisfier, p) if during any time interval of length:, the amount of its output traffic is less than



o + pu. In such a modelg is the maximum burst size, andis the average rate. If the traffic of connectipis
characterized byo;, p;) at the entrance to the network, its characterization willde+ Aa}‘l, p;) at the entrance

to thei’” switch along the path, whema§‘1 = Zf{:ll p;jdy ; anddy, ; is the local delay for the connection at thié

switch. Compared to the characterization of the sourcédrafie maximum burst size at thi& switch increases by
S' % pjdn ;. This maximum burst size grows monotonically along the méitine connection.

In [19], a family of stochastic random variables is used tarabterize a source. Connectipis said to satisfy a
characterizatiod (R, ;,t1), (R, 5,%2), (Re, 5, t3)...}, Where theR,, ; are random variables, angd < ¢, < --- are
time intervals, ifR,, ; is stochastically largethan the number of packets generated over any interval gthen by
sourcej. If the traffic on connectiori is characterized by(R, ;,%1), (R, ;,%2), (Re,,;,t3)...} atthe entrance to the
network, its characterization will b{a(RtlJrAt;_l’j,tl), (Rt2+m;_17j,t2), (Rt3+m;_17j,t3), ...} at theh™® switch,

WhereA1f§‘1 = 2_:11 b, andby, is the length of the maximum busy period at thié switch. The same random

variable that bounds the maximum number of packets over taenvad at theentranceof the network, now bounds
the maximum number of packets over a msahallerinterval at the'” switch. That is, the traffic characterization is
more bursty at thé!” switch than at the entrance of the network.

In both the(c;, p;) and {(Re, ;.t1), (R, 5,%2), (Re,, 5, t3)...} analysis, the burstiness of a connection’s traffic
accumulates at each hop along the path from source to d@éstinand more resources need to be reserved for a
connection with a burstier traffic characterization. Faaraple, the amount of buffer space required to prevent packet
loss for a connection must grow monotonically along the path

Another approach to dealing with the problem of traffic patt#istortion is tacontrolthis distortion at each switch.

By maintaining certain traffic characteristics throughthetnetwork, non-work-conserving service disciplinedsag
Stop-and-Go and RCSP eliminate the problems of requirinmgmesources at downstream switches and characterizing
traffic transformations inside the network. Also, theseigiines can provide end-to-end performance guarantees in
networks of arbitrary topology.

3 Stop-and-Go and RCSP Service Disciplines

In this section, we review the traffic models used in Stop-@odand RCSP, and then describe and compare each
discipline by casting them into the same framework of ratetolled service disciplines [34].

3.1 Traffic Model

In order to allocate resources for each connection, souncess specify their traffic characteristics. In the literatu
different traffic models have been used for different scherdu For example, Stop-and-Go uses thel') traffic
model. A stream of packets is call¢d T')-smooth if during each frame of lengihthe total number of bits that are
transmitted by the source is no more thari" bits.

In the original proposal of RCSP [32], ti& min, Xave, I, Smax) model was used [7]. In this modefmin is
the minimum packet inter-arrival timef ave is the average packet inter-arrival time over an averagitegyval/, and
Smaz is the maximum packet size. However, the RCSP algorithmrieige and other traffic characterization can be
used. For example, the, p) model proposed in [4] may be used. In this case, RCSP’s regalare simply leaky
buckets. Additionally, if a more elaborate DeterministmuBding Interval Dependent (D-BIND) model is used [18],
the flexibility offered by RCSP allows the admission conalgjorithm to accept additional connections. This will be
demonstrated in Section 5 using real traffic traces.

3.2 Stop-and-Go

Stop-and-Go uses a framing strategy [10]. In such a stratkgytime axis is divided into frames, which are periods
of some constant length. Stop-and-Go definegeparting andarriving frames for each link. At each switch, the

arriving frame of each incoming link is mapped to the deparframe of the output link by introducing a constant
delayd, where( < ¢ < 7. All the packets from one arriving frame of an incoming limidagoing to output link

are delayed by and put into the corresponding departing framé.of\ccording to the Stop-and-Go discipline, the
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Figure 1: Synchronization between input and output linkStiop-and-Go

transmission of a packet that has arrived on anyllidikring a framef should always be postponed until the beginning
of the next frame. Since packets arriving during a frafnef the output link are not eligible for transmission until
the next frame, the output link may be left idle even whendleme packets in the switch to be transmitted. Thus,
Stop-and-Go is a non-work-conserving policy.

In Stop-and-Go, bandwidth is allocated to each connecsanaertain fraction of the frame time. As for delay, by
using the admission control algorithms discussed in SeetidStop-and-Go ensures that all packets coming on one
arriving frame of the input link will always go out on the n&éparting framing of the output link.

The framing mechanism also limits the traffic-pattern disdm and maintaingr», 7') smoothness throughout the
network. This is stated in the following proposition.

Proposition 1 Consider a connection that traverses a cascade of Stop@mdervers. If the connection satisfies
(r,T) smoothness at the entrance to the network, and each sersaresnthat packets coming in on one arriving
frame of the input link will always go out on the next depagtframe of the output link, the connection will satisfy
(r, T) smoothness at each of the servers throughout the network.

By maintaining traffic smoothness throughout the netwanll;#-end delay bounds can be guaranteed in a network
of arbitrary topology as long as each server can ensure detay bounds fofr, ') smooth traffic. As discussed in
[34], one of the most important advantages of non-work-eoriag disciplines like Stop-and-Go is that they greatly
simplify the analysis in a networking environment by allagia single node analysis to be extended to networks of
arbitrary topology.

The framing strategy also introduces the problem of cogiietween delay bound and bandwidth allocation gran-
ularity. The delay of any packet at a single switch is bounigjed multiple of frame times. To reduce the delay, a
smaller" is desired. However, sincg is also used to specify traffic, it is tied to bandwidth allwoa granularity.
Assuming a fixed packet siz8, the minimum granularity of bandwidth allocation% To have more flexibility
in allocating bandwidth, or a smaller bandwidth allocatgranularity, a largefl” is preferred. It is clear that low
delay bound and fine granularity of bandwidth allocationzsrbe achieved simultaneously in a framing strategy like
Stop-and-Go.

<—— T2 frame
T1 frame ‘

Figure 2: Two levels of framing witl, = 37}

To get around this coupling problem, a generalized versid@tap-and-Go with multiple frame sizes is proposed
[11]. In the generalized Stop-and-Go, the time axis is didithto a hierarchical framing structure as shown in Figure
2. Forn level framing with frame size$:, - --, 7, and7,,,+1 = K1 form =1,--- n — 1, packets on a level
connection need to observe the Stop-and-Go rule with frawee/s. That is, packets which have arrived at an output
link during a7, frame, will not become eligible for transmission until thars of nextZ,, frame. Also, for two packets
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Figure 3: Rate-Controlled Static-Priority Queueing

with different frame sizes, the packet with a smaller franze $ias non-preemptive priority over the packet with a
larger frame size.

With multi-frame Stop-and-Go, it is possible to provide ldelay bounds to some channels by putting them in
frames with a smaller frame time, and to allocate bandwidth fine granularity to other channels by putting them
in levels with a larger frame time. However, the couplingietn delay and service quantum still exists within each
frame.

3.3 Rate-Controlled Static-Priority

A Rate-Controlled Static-Priority server differs from aftand-Go server in that it useso components to allocate
delay bounds and bandwidth instead of one framing stru¢82f These two components are a rate controller and
a static-priority scheduler. The rate controller shapesitiput traffic from each connection into the desired traffic
pattern by assigning an eligibility time to each packet. $tigeduler then orders the transmission of eligible packets
from all the connections. The architecture of the RCSP sés\v&hown in Figure 3.

Conceptually, a rate controller consists of a set of regusatorresponding to each of the connections traversing the
switch. Upon the arrival of each packet, the regulator assan eligibility time for the packet, and holds the packet
until that time before handing it to the scheduler. Difféngays of calculating the eligibility time of a packet willselt
in different types of regulators so that a source’s traffittgga may be partially of fully reconstructed. One possible
regulator for the RCSP scheduler is the leaky bucket, wisidfased on enforcing tle, p) traffic specification.

A second possible RCSP regulator is a delay-jitter (DJ) leggu In this case, the scheduler absorbs the delay
variation introduced by the previous switch so that at thguirto the priority queues, the original traffic pattern
is completely reconstructed (with the exception of packieté have been dropped or lost). The eligibility time of
a packet for a DJ regulator is defined with reference to thgilelity time of the same packet at the immediately
upstream switch. The definition assumes that the queueilagsilef packets on the connection, and the link delay
from the upstream switch to the current switch, are boundletid; , be the local delay bound for the connection
in the scheduler at switch— 1, and7; be the maximum link delay from switch— 1 to switchi. For a delay-jitter
controlling regulatorE 7Y, the eligibility time of thek’” packet on a connection that traverses switshdefined as:

ETF = ATY (1)

ETF =ETF | +dio1+75, i>0 (2
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Figure 4: Stop-and-Go and RCSP

where switch 0 is the source of the connection, & is the arrival time of the:*” packet at the entrance to the
network.

Notice that no traffic pattern or traffic model is assumed mdkfinition. That is, by turning the network into a
constant delay line, the DJ regulators reconstruct thet exaginal traffic pattern of the source which is independent
of the manner in which the source is defined or parameterized.

For a DJ regulator, it is easy to show that the following holds

ETFY — ETF = ATFY — ATy Yk,i>0 (3)
This leads to the following proposition:

Proposition 2 Consider a connection that traverses a cascade of RCSPrsemih DJ regulators. If deterministic
delay bounds can be provided at the scheduler of each RCSérsire traffic pattern of the connection at the output
of each rate-controller is exactly the same as the traffi¢gratof the connection at thentrancdo the network.

This proposition is more general than Proposition 1. It egsplo any traffic specification, rather than jgstT)
smoothness. In the original discussion of RCSP [32], thifianmodel (X min, Xave, I, Smaz) is used. In [18], a
more accurate D-BIND model is proposed. We will show in Sstbh that RCSP’s flexibility of allowing the use of
more accurate traffic models will increase the number of eotions that can be admitted into the network.

The second component of an RCSP server is the schedulerchib@uder services packets using a non-preemptive
static-priority discipline which non-preemptively ch@spackets in FCFS order from the highest-priority non-gmpt
gueue. Non-real-time packets are serviced only when thenmecreal-time packets; their service order is not specified

3.4 Framing vs. Decoupling of Rate-Control and Scheduler

There are many similarities between Stop-and-Go and RCSRiigcussed in previous sections, both disciplines
maintain traffic characteristics throughout the networkhmjding packets inside the network and both disciplines
employ multiple priority levels to meet diverse QOS requieats for different connections. Also, as will be shown in
Section 4, both disciplines, when used with associated exdion admission control algorithms, can guarantee end-
to-end delay and delay-jitter bounds in networks of arbjttapology. However, an important difference between the
two disciplines is that Stop-and-Go uses one mechanisniraheng strategy, to allocate both bandwidths and delay
bounds. Alternatively, RCSP decouples the two functionsdigig two components, a rate-controller and a scheduler.
In this section, we discuss the implications and tradedfthis important difference.

As shown in [34], both Stop-and-Go and RCSP belong to a clssmwork-conserving disciplines called rate-
controlled service disciplines. A rate-controlled sertvas two components: a rate-controller and a scheduler. Eomb
nations of different rate-controllers and schedulerslt@sulifferent rate-controlled disciplines. RCSP is onstance



in this class with delay-jitter-controlled regulators amdtatic priority scheduler. Stop-and-Go can also be imple-
mented using a rate-controlled service discipline as defim&roposition 3. By casting Stop-and-Go into the frame-
work of rate-controlled service disciplines, it is eastesée the similarities and differences between Stop-andr@o
RCSP.

Proposition 3 A Stop-and-Go server with frame sizes(y < 1% < ... < 1;,) can be implemented by a rate-
controlled service discipline with a variation of delaytgir controlling regulators, which we calb J, regulators, and
ann-level static priority scheduler. In &.J, regulator, the eligibility time for packet at the:'” switch along the path
is defined as follows:

ETF = ATF + Ahead?_, + 0 (4)

whereAhead?_| isthe amount of time the packet is ahead of schedule inthé& switch, and’ is the synchronization
time between the framing structures on the input and outpks] Each pair of input and output links in a switch may
have a different value @f In the static priority scheduler, the delay bound assaaiatith leveln is7,,,, 1 < m < n.

Although the above implementation of Stop-and-Go is vemyilsir to RCSP, there are also important differences.
Figure 4 shows an RCSP server and a Stop-and-Go server. Agcaen, in an RCSP server, there is a regulator for
each connection, and the regulated traffic on each conmectio be assigned &ny priority level in the scheduler.
Alternatively, in a Stop-and-Go server, regulators areeissed with priority levels in the scheduler. In fact, thés a
one-to-one correspondence between the regulator andithyplevel. Packets from one regulator can only go to the
gueue of the corresponding priority level. This introduaesupling between the allocations of bandwidth and delay
bounds. The traffic has to be specified with respect to thedrsize that corresponds to the connection’s assigned
priority level. Since the frame size is also the local delayiid, the coupling between the traffic specification and the
delay allocation implies that the admission control altion has to be based on a busy period argument, which tends
out to produce looser bounds when compared to more elalavatgsis [4, 33]. This will be discussed in more detail
in Section 4.3.

Because of the framing, there are dependencies among #ielielay bounds at each priority level in a Stop-and-
Go server. In particulaf];,+1 = K7, must hold, withl < m < n, and K, being an integer. In addition, the
delay bound allocations for each connection in differerit@ves are coupled with one another. In [11], a connection
has to have the same frame size in all the switches. In [36boael requirement is presented: the frame times
of a connection along the path should be non-decreasinge Nbthese restrictions apply to RCSP. The impact of
flexibility of allocating delay bounds inside the networkmetwork utilization was studied in [23].

4 Admission Control Conditions and End-to-End Delay Properties

As discussed in Section 2, a service discipline alone caprmtide performance guarantees. Admission control
algorithms are also needed to ensure that the network hagemesources to meet the performance requirements of
all the connections. Different service disciplines haviéedent corresponding admission control conditions. lis th
section, we first review the admission control conditionStafp-and-Go and RCSP. We then compare the conditions
by using deterministic fluid model analysis developed in [4]

4.1 Stop-and-Go

In Stop-and-Go, the connection admission control algoritteeds to ensure that packets from an incoming frame
of an input link will always go out on the next departing fraofehe output link. The following theorem gives the
condition.

Theorem 1 Consider a Stop-and-Go server @fpriority levels with frame size$,, - - -, 7;,. Let(, be the set of the
connections at level, and thej’” connection i, satisfies the traffic specificati(ﬁﬂj, T,). Foralink speed, and a

maximum packet size Sfnax, any packet arriving in &, frame of an incoming link will be serviced before the end




of the next/;,, frame of the output link if

Z T?Tm + Smax <IT,,. (5)
g=1j€eC,

The proof is in [11]. Intuitively,Z;”:1 Zjecq r“}Tm is the maximum of bits that can arrive during an interval of
length7;,, from all connections with priority equal to or larger thanmanection aff},, level, and7;,, is the maximum
number of bits that can be transmitted during a interval ofita 7;,,. The inequality ensures that the maximum busy
period of packets with a priority equal to or larger than leuds less tharf;,,. The theorem then follows directly from
a busy period argument: the maximum busy period is an uppandon the delay of any work-conserving policies
(notice that the service policy for all eligible packets isrk-conserving).

The next theorem gives the end-to-end delay property of aexion in a network of Stop-and-Go servers.

Theorem 2 Consider a connection that traversesstop-and-Go switches connected in cascade wyitieing the link
delay between thé— 1t and the:'" switch. If the connection is assigned to the frame of $izend Theorem 1
holds for theT-sized frame at all switches, the end-to-end delay and détay of the connection is bounded by
D437, m andT, wherenT < D < 2nT holds.

The proofis given in [11].

4.2 RCSP

In RCSP, the admission control algorithm needs to ensutédba delay bounds can be guaranteed for each connec-
tion at the scheduler. In order to perform admission cort&sils, the traffic characteristics must be specified for each
guaranteed performance connection traversing the segementioned in Section 3.3, many traffic models can be
used. In [32, 33], admission control conditions were giventhe (Xmin, Xave, I, Smaxz) model and in [18] for

the D-BIND model. The following theorem gives the algoritleontrol condition for RCSP using a general traffic
constraint functiorb(-), whereb; (u) is defined to be the maximum number of bits that can arrive emection;
duringanyinterval of lengthu. Different bounding traffic models such &8 min, Xave, I, Smaz), D-BIND, and

(o, p) have different corresponding traffic constraint functi¢see [17]).

Theorem 3 Consider a Static Priority scheduler withpriority levels. LetC, be the set of the connections at leyel
and thej*” connection inC,, satisfies the traffic constraint functiép; (-). For a link speed, and a maximum packet
size ofSmaz, the maximum delay of any packet at priority lexels bounded above hy”, where

d™ = maz{u:u>0,b),(u) >1xu}
andbl, («) is defined for alkx by

m—1

by, (@) = Iggg{Smw + > bmi(B+ Y, D bgila+8)—1 x5} (6)

JECH q=1jeCy

The proof is by extension of the results of [4]. Details magoabe found in [31].

The end-to-end delay of a packet consists of the link delaggacket experienced and the residence times of the
packet in each of the switches along the path. The resid@neeof a packet in a switch with rate-controlled servers
has two components: theldingtime in the regulator and theaiting timein the scheduler. Theorem 3 only bounds
the waiting time in the scheduler. The next theorem, promndB4], states that the end-to-end delays of all the packets
on a connection can be bounded, as long as the delays on kisealid the delays at each of the schedulers can be
bounded. Holding packets in the rate controllers wiltincrease thend-to-end delay bouraf the connection.

Theorem 4 Consider a connection passing througlswitches connected in cascade, vdthand7; being the upper
and lower bounds on the delay of the link from the 1)*” to thei*” switch. Assume that the scheduler ofiffeswitch



can guarantee that the delays of all the packets on the cdiomdze bounded by; as long as the connection’s input
traffic to the scheduler satisfies the givgig-) constraint. If the traffic on the connection obeys &hge) constraint at

the entrance to the first switch, the end-to-end delay andfey jitter of each of the connection’s packets is bounded
by>>" , d; +>."_, 7 andd, + 7, — 7, respectively.

Notice that in the theorem, we assume a model of links dtiindedbut possiblyariabledelay. This is important
for an internetwork environment, in which a link may be a stlrork such as ATM or FDDI networks. It is possible
to bound delay over these subnetworks; however, the detaylifferent packets will beariable

4.3 Admission Control and Fluid Model Analysis

The admission control criteria above may be compared iaélytfor the simple case when there is only one priority
level. As described below, for the case of one priority letre fundamental difference between the admission control
bounds and thus the resulting network utilization is thapSind-Go relies on a busy period bound while RCSP relies
on a backlog bound.

Buffer State (bit)

Time (ms)

<o Busy Period oo

Figure 5: Backlog and Busy Period

Figure 5 illustrates this difference. The horizontal axdgime and the vertical axis is bits. The upper curve
represents the total number of bits that have arrived in tlezig by time and the lower curve represents the total
number of bitsransmittedby time¢. The difference between the two curves is the number of bitisently in the
queue, or thdacklogfunction. When the backlog function returns to zero (the bwoves meet) there are no bits in
the queue and thus a busy period has ended. Two key obse/&ltow [4]:

¢ the maximum busy period provides an upper bound on delaynfom@rk-conserving server;
¢ the maximum backlog divided by link speed provides an uppenld on delay for a FCFS server.

Delay bounds for other policies can also be expressed asiicddn of the two curves [1, 4, 17, 24].

The admission control criteria of Stop-and-Go relies onanoboon the busy period. That is, Stop-and-Go ensures
that a busy period is bounded by a frame time so that during frfame time, all packets that arrived in the previous
frame are guaranteed to be served. Note that in this casestoeethat the busy period is boundedihythe admission
control criteria is that the total number of bits that arrare all connections in an interval of lengthis less thari’
times the link speed, as in (5).

Alternatively, since RCSP decouples the rate-controlhef e scheduler, tighter analysis can be applied on the
scheduler. For the case of one priority level, the delay basthe maximum backlog divided by the link speed. For



the case of multiple priority levels, the delay bound is action of the link speed and the traffic constraint function
as shown in (6). Notice that in both cases, the resulted deland is tighter than the bound based on the busy period
because the maximum busy period is an upper bound on delayyovork-conserving server.

In order to provide a deterministic delay bound at a servémend is needed on each traffic source so that the
total number of bits that arrive at the server in any timerirdkalso has a deterministic bound. This source-congtrain
is specified by the client during connection establishmiené¢ using a traffic model, and is used by the network to
calculate the delay bound. A tighter model will result in eéw constraint curve and thus a smaller backlog bound and
hence a smaller delay bound since the maximum delay bournichpdysthe maximum backlog times the link speed.
Since RCSP decouples the rate-controller and the scheduldrthe rate-controller can implement any regulating
functions, different traffic models can be used. In Sectipw® will show quantitatively that, for RCSP, using the
tighter D-BIND model will result in a higher network utilidan than using thé X min, Xave, I, Smax) model. In
Stop-and-Go, since the traffic specification is tied to tlaening structure, a more informative traffic model does not
help.

4.4 Buffer Space Requirement

The maximum buffer size needed by a connection to preverkepdoss at a switch can be determined using the
maximum residence time of packets at the switch and the maxrimate packets can arrive. In Stop-and-Go, for a
connection with thér, T') specification, the required buffer spac&ig’. In RCSP, for a connection with constraint
functionb(-), the required buffer space §¢d; + d;_1 + T; — 7;), whered; andd;_, are the respective local delay
bounds for the current and the immediately up-stream switchnd; are upper and lower bounds on the link-delay
between the two switches. In particular, if th€min, Xave, I, Smaz) traffic model is used and if the link delay is
constant, the amount of buffer space require[cﬁ%]é‘max.

Notice that the buffer space requirement for a connectiotop-and-Go and RCSP depends only on the local
delay bounds at the current and the previous switches (ip-&td-Go, they are botl). In contrast, for work-
conserving policies, more buffer space is needed at doearstnodes due to the potential accumulated distortion to
the traffic inside the network. For example, if a Delay-EDBDextuler is used, and t& min, Xave, I, Smaz) traffic
model is adopted, the amount of buffer space required atthawitch along the path traversed by the connection is

[X;(h;;ndh 1Smaz, whered,, is the local delay bound at thté” switch [7, 36].
Stop-and-Go and RCSP require less buffer space not onlgdribie network, but also at the destination node.
In order to provide an isochronous serviég/) amount buffer space is needed at the destination wierés the
traffic constraint function, and is the maximum end-to-end delay jitter. The end-to-endydptters for Stop-and-Go
and RCSP are the frame time and the last hop local delay basapectively, while the end-to-end delay jitters for

work-conserving policies are usually much larger.

5 Utilization Comparison with MPEG Traffic Traces

In this section, we use two 10 minute MPEG video traces tosiigate the link utilizations that are achievable with
the two disciplines. The two traces were chosen in that theyyl represent the extremes in the spectrum of video
types: one trace is taken from a series of advertisementseveigenes are constantly and quickly changing in colorful,
fluctuating surroundings. The second trace is taken fromtade that has only two alternating scenes: a speaker and
his transparencies. When the camera is focused on the sptdade is some movement as the speaker moves and
the camera zooms and pans. When the camera is focused oarnpdrencies, the transparency may change or be
written on by the speaker in which case, motion of the hand, @ed ink alter the scene.

A short segment of the trace of the advertisement sequesbes in Figure 6 which depicts the instantaneous bit
rate vs. frame number. The bandwidth of this trace is smikem for many others because of the small frame size of
160 by 120. The general shape of the traces may be explaitears of the mechanisms used in the MPEG standard.
The coder generates three types of frames: | frames thatngéntraframecompression, and P and B frames that
are transmitted between | frames and iderframecompression. While P frames (Predicted frames) are codsstiba
on only past frames, B frames (Bidirectional frames) areedodlased on both past and a future frame. With P and

10



16 T T T T

14 -

12 - -

rate (Mbps)
o
o]
|

0.6

|
—
—

ozl |

0 20 40 60 80 100
frame number

Figure 6: MPEG Video Trace

B frames, higher compression ratios can be achieved sircatidrframe coding makes use of motion compensation
techniques. More details of the MPEG algorithm may be foun{@}.

It is assumed that the entire frame is transmitted per frame (as opposed to introducing additional delay by
smoothing over several frames) so that Figure 6 is showg#émeef sizes multipled by the frame rate (30 fps). Addi-
tionally, it is assumed that each frame is fragmented intbyt8 ATM cells with the cells being transmitted at equally

spaced intervals over the frame tir@%t(h of a second).

From the traces, we calculate the traffic model parameterthévarious traffic models of Section 3.1. We then
calculate the maximum number of connections that can beptered on a T3 (45 Mbps) line with the given char-
acterization. We consider three combinations of schedwdead traffic models (abbreviating Stop-and-Go as SG):
RCSP/D-BIND, RCSP/Xmin, and SG/(r,T). For RCSP, as note&kiction 4, a tighter source model can result in more
accepted connections and thus higher network utilizatkeor. this reason, for RCSP we investigate the maximum
number of connections that can be accepted for botiXhein, Xave, I, Smax) model of [7] as well as the tighter
D-BIND model of [18]. Alternatively, for Stop-and-Go, themission control analysis can only make use of infor-
mation on the maximum number of bits that a source will trahgman interval of lengthl”, whereT" is the frame
time.

Figures 7(a) and 7(b) show the maximum number of connectitatscan be accepted for the advertisement se-
guence and the lecture sequence under the various scledciemes. The horizontal axes show the delay bound and
the vertical axes show the maximum number of connectiorictmabe multiplexed given the delay bound constraint.
The three curves represent the three combinations of seavertraffic models described above.

Focusing first on the lecture sequence of Figure 7(a), tirereeveral things to note. First, the general trend of the
curves is that with an increasing delay bound, more conmreettan be accepted. Also, not shown is the fact that a
peak-rate allocation scheme would resultin 29 connectioospted. The ratio of the number of accepted connections
to 29 what is termed in [18] as the Deterministic Multiplexi®ain (DMG). That is, even though all packets are
deterministically guaranteed to meet their loss and detayls, sources may be multiplexed beyond their peak rate.
For the RCSP/D-BIND curve, even for small delay bounds, DM&gnificantly greater than 1 are achievable. For
example, for a delay bound of 10 msec, 38 connections may Htgprexed for a DMG of 1.31. By a 40 msec delay
bound, the DMG is 2.24.

The RCSP/Xmin curve is based on {#min, Xave, I, Smax) specification withl chosen to be 3 frame times or
100 msec. Note that this and the rest of the specification is fixed for all delay bowsidwations. That is, for the SG
calculations, we allow the admission control algorithmtio@se the optimal value @f(X ave andr should be viewed
as functions of’). Thus, the RCSP/Xmin curve uses the bound in [33]. Oncenagaithe delay bound increases, so
does the number of connections accepted until the pointtafdider saturation. The maximum DMG for this traffic
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Figure 7: Connections Accepted vs. Delay Bound for SG andiRCS

specification and scheduler is 2.41 achieved at a queueiag Heund of 58 msec. As expected, the RCSP/Xmin
curve is below the RCSP/D-BIND curve since the differencehnéd the D-BIND curve uses a more accurate source
model with the same scheduler and analysis techniques.

Finally for Figure 7(a), we explain the shape of the SG/(glijve which represents the maximum number of
connections that can be accepted by a SG scheduler for afgirea size or queueing delay bouhdFirst, note that
the SG scheduler is not able to do better than peak-rateatilboc(29 accepted connections) until the frame tifnie
greater than 33 msec. This may be explained in the followiagmer. Since the video frame rate is 30 fps, sources can
send at their peak rate for 33 msec, 1/30th of a second, hatéttire video frame is transmitted (again, the peak rate
represents transmission of the largest video frame). Tih@S, connections are multiplexed, the busy period bound
for FCFS will be 33 msec. However, the analysis of RCSP shbatsthe maximum backlog of the queue will result
in a much smaller delay bound. Thus, by a delay bound of 33 nR@8P/D-BIND has accepted 59 connections. SG
cannot accept a 30th connection until the SG frame finie greater than 1/30th of a second. The intuitive reason for
this is that the largest video frame (and peak rate) is cabgethnsmission of a largeframe. Since video frames
are immediately followed by3 video frames which tend to be much smaller, far greater than 1/30th of a second,
(which is a function off") may be decreased allowing SG to accept more connectiomsDMG is therefore at most
1 for delays less than 1/30th of a second and at 63 msec, wieeRRG@SP/D-BIND DMG peaks at 2.79, the SG/(r,T)
DMG is lagging behind at 1.72.

Thus, the RCSP scheduler with the D-BIND model is more efiidilean the RCSP scheduler with the Xmin model
since the former represents a tighter constraint on theceourowever, both techniques result in higher network
utilizations than is achievable for SG/(r,T). The reasartfics is that the framing strategy of SG/(r,T) requires aybus
period bound rather than the tighter backlog bound.

Figure 7(b) shows the same sequence of curves for the eshradnts sequence. As expected, the trends are
the same as for Figure 7(b) but the DMG is less. The reasorhierig that the intense action and colors of the
advertisement sequence results in a very bursty detetmitriaffic specification (see [18] for further details). Hu
this source is more difficult to multiplex allowing approxately a 33% increase over a peak rate reservation scheme.

6 Implementation Issues
To implement Stop-and-Go, mechanisms are needed at bolinktevel and at the queue management level. At the

link level, a framing structure is needed, and there is alsorgzation requirement such that the framing structure is
the same at both the sending and the receiving ends of theAtrtke queue management level, two FIFO queues are
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Figure 8: Implementation of RCSP and Stop-and-Go

needed for each priority level, one storing the eligiblekets ready to be transmitted, the other storing the packets
that won't be eligible until the end of the current frame tilMdechanisms are needed to swap the two FIFO queues
at the start of each frame time. Also, the set of FIFO queu#seligible packets need to be serviced according to a
non-preemptive static priority policy. This is shown Figi@ (a).

RCSP seems to be more complex than Stop-and-Go since itesdquaffic regulation on a per connection basis.
However, the conceptual decomposition of the rate comtroito a set of regulators in RCSP does not imply that there
must be multiple physical regulators in an implementatsnpmmon mechanism can be shared by all logical regu-
lators. Each regulator has two functions: computing thgilality times for incoming packets on the corresponding
connection, and holding packets until they become eligiBlgibility times for packets from different connections
are computed using the same formula with different paramsietelding packets is equivalent to managing a set of
timers. One mechanism for managing timers is the calendzue[8]. Figure 8(b) shows an example implementation
of RCSP based on a modified version of a calendar queue. Adaleueue consists of a clock and a calendar, which
is a pointer array indexed by time. Each entry in the calepdénts to an array of linked lists indexed by priority
levels. The clock ticks at fixed time intervals. Upon eveck f the clock, the linked lists in the array indexed by the
current time are appended at the end of the schedulerdiints. Packets from the linked list of one priority level in
the rate-controller are appended to the linked list of tmeespriority level in the scheduler. The scheduler just gelec
the first packet at the highest priority queue that is nontgn#ts can be seen, the data structures used in the proposed
implementation are simple: arrays and linked lists. Theati@ns are all constant-time ones: array indexing, ifnsert
at the tail of a linked list, deletion from the head of a linkiest. Another implementation based on two-dimensional
shifters is proposed in [22].

Both Stop-and-Go and RCSP need a mechanism to service paacetrding to a non-preemptive static priority
policy, which is easy to implement in high speed switchesfatit, even early implementations of commercial ATM
switches have at least two priority levels [2]. Experimé8M switches have more priority levels. The queue
module in the Xunet-2 [8] switch supports 16 priority levEld].

One important difference between Stop-and-Go and RCSRIRIBSP requires the computation of the eligibility
time to be performed on a per packet basis while Stop-andegdsonly per frame processing. Regardless, rate
control in RCSP may still be feasible. For example, a 1 Ghgdsdending out 53 byte cells must process cells at the
rate of approximately 2.4 million cells per second. A 50 M{i#8cessor is thus allowed 20 instructions per cell, which
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is more than enough to compute the eligibility time of a c&il.perform delay-jitter control, RCSP also requires time-
stamping on a per packet basis. In an ATM network where eackepés only 53 bytes, the time-stamping of each
packet may be too expensive. To eliminate this overheaekjitéér control regulators rather than delay-jitter aoht
regulators can be used in the RCSP server. Rather thanatahcuéligibility time of a packet based on the eligibility
time of the same packet in the previous server as done in {jilatycontrolling regulators, rate-jitter controlling
regulators calculate the eligibility time of a packet basadhe eligibility times of packets arriving earlier at trezger

on the same connection [34], therefore, time-stamping gtackt each switch are not needed. Examples of rate-jitter
controlling regulators are the popular leaky bucket [28] Hre dual leaky bucket mechanism.

7 Related Work

There have been a number of new service disciplines progosaapport Quality of Service in the context of high
speed networks. These service disciplines may be clasasietther work-conserving or non-work-conserving.

Jitter-EDD [30], which uses the two-component structuréhaelay-jitter-control regulators and the Earliest-Due-
Date scheduler, is one of the first non-work-conservingiglises proposed. It has many of the desirable properties
possessed by Stop-and-Go and RCSP. For example, JitterpE@idles per-connection end-to-end delay and delay-
jitter bounds and allows the buffer space requirements torti@rmly distributed across the network. However, it
is unclear how to implement an EDD scheduler efficiently ghrépeeds. In [29], another rate-controlled discipline
is proposed with a First-Come-First-Served schedulerughanuch simpler than EDD, a FCFS scheduler provides
only one delay bound and thus cannot efficiently support iverske QOS requirement in the future integrated services
networks. Hierarchical Round Robin [13] is a service dibagpthat also uses a multi-level framing strategy. It dife
from Stop-and-Go in that it does not use synchronized frgmiructure across links, thus it cannot provide tight end-
to-end delay-jitter bounds. Besides exact service dis@p] a number of analytical models have also been proposed
to study non-work-conserving policies, for example, tHmafserver in [21] and the AIRPORT server in [5].

Among the work-conserving disciplines proposed are: “rQlock [37], variations of the Earliest-Due-Date
algorithms [7, 15], and Generalized Processor Sharing [Rpf them use a sorted priority queue mechanism [36],
which makes it difficult to implement in high-speed switchédso, in a network with work-conserving disciplines,
more resources such as buffer space are needed in downswetaines due to traffic pattern distortions inside the
network. As well, more buffer space is needed at the destim&d provide an isochronous service [26, 31].

8 Conclusion

This paper compares two packet service disciplines prajfosipport guaranteed performance service in a connection
oriented packet-switching network: Rate-Controlled i§tBtiority (RCSP) and Stop-and-Go. There are many sim-
ilarities between these two disciplines: both disciplinesintain certain traffic characteristics throughout the ne
work; both disciplines employ multiple priority levels tbacate multiple local delay bounds to different connectip
both disciplines, when used with their corresponding adimiscontrol algorithms, can provide end-to-end delay and
delay-jitter guarantees in networks of arbitrary topologyd both disciplines require less buffer space both irtbide
network and at the destination node compared to work-cemggdisciplines. The main difference between the two
disciplines is that Stop-and-Go uses a single strateggn(ing) to allocate delay bounds and bandwidth, while RCSP
decouples the server into two components, a rate-contiantie a scheduler. This decoupling in RCSP allows more
flexible allocation of bandwidth and delay bounds, whichuhssin higher link utilizations. Two MPEG video traces
were used in the paper to quantitatively compare the effigien Stop-and-Go and RCSP in terms of link utilization.
The analysis showed that because Stop-and-Go’s framiategyr requires the busy period to be less than a frame
time, the RCSP server can multiplex more connections fovengilelay bound.
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