
IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 3, NO. 1, MARCH 2001 69

Scalable Services via Egress Admission Control
Coskun Cetinkaya, Student Member, IEEE, Vikram Kanodia, and Edward W. Knightly, Memeber, IEEE

Abstract—Allocating resources for multimedia traffic flows with
real-time performance requirements is an important challenge for
future packet networks. However, in large-scale networks, individ-
ually managing each traffic flow on each of its traversed routers
has fundamentalscalability limitations, in both the control plane’s
requirements for signaling, state management, and admission con-
trol, and the data plane’s requirements for per-flow scheduling
mechanisms. In this paper, we develop a scalable architecture and
algorithm for quality-of-service management termedegress admis-
sion control. In our approach, resource management and admis-
sion control are performed only at egress routers, without any coor-
dination among backbone nodes or per-flow management. Our key
technique is to develop a framework for admission control under
a general “black box” model, which allows for cross traffic that
cannot be directly measured, and scheduling policies that may be
ill-described across many network nodes. By monitoring and con-
trolling egress routers’ class-based arrival and service envelopes,
we show how network services can be provisioned via scalable con-
trol at the network edge. We illustrate the performance of our ap-
proach with a set of simulation experiments using highly bursty
traffic flows and find that despite our use of distributed admission
control, our approach is able to accurately control the system’s ad-
missible region under a wide range of conditions.

Index Terms—Admission control, quality of service, scalability.

I. INTRODUCTION

ENSURING minimum quality-of-service (QoS) levels to
real-time multimedia traffic flows is an important chal-

lenge for future packet networks. Toward this end, a number of
admission control algorithms have been devised which reserve
network resources to ensure that user and class QoS objectives
can be satisfied [16]. Such algorithms achieve this goal by em-
ploying user-specified traffic parameters to estimate aggregate
resource demands after accounting for the effects of statistical
multiplexing. However, a key difficulty encountered with such
approaches is their requirement that each network node coor-
dinate and maintain state information (traffic parameters, QoS
class, etc.) for each traffic flow. Consequently, due to the corre-
sponding signaling and computational demands, there are fun-
damental limits to the scalability of such admission control algo-
rithms which may prohibit their deployment in large-scale net-
works such as the Internet.

It may appear that recent algorithms for measurement-based
admission control, e.g., [6], [15], [21] solve this problem via
their management ofaggregatetraffic. In other words, such al-
gorithms allocate resources according to measured properties
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of the aggregate flow rather than user-specified properties of
individual flows. However, despite their use of aggregate con-
trol, extant measurement-based admission control algorithms
have been developed in the context of anintservarchitecture,
in which per-flow signaling and state management are used to
incorporate the effects of a newly admitted flow into the aggre-
gate load at each network node [29].

Second, current measurement-based admission control algo-
rithms make strict assumptions about the underlying system
being controlled, e.g., that the multiplexer employs first-come-
first-serve scheduling and has a fixed and known link capacity
and buffer size. Moreover, it is assumed that the impact of all
flows being serviced by the node can be explicitly measured at
the node itself. While these may be reasonable assumptions for
a single multiplexer, we will show that they are quite problem-
atic in scalable networking environments, in which cross traffic
is present and end-to-end packet service is ill-described by a
simple scheduling policy or a single link capacity.

Finally, both measurement- and model-based admission con-
trol algorithms have largely focused on provisioning resources
at a single network node. Extending previous techniques
to multinode environments would require coordination of
state among nodes, as well as development of algorithms for
composing end-to-end services from per-node mechanisms in
environmentswithoutper-flow traffic reshaping [28].

In this paper, we introduce a new framework for scalable
QoS provisioning termed Egress Admission Control. In our ap-
proach, admission control decisions are made at egress routers,
without maintaining per-flow state in either the network core
or the egress node, and without coordination of state with core
nodes or other egress nodes, i.e., admission decisions are made
based solely on aggregate measurements obtained at a flow’s
egress router.

Our goal is to develop an architecture and algorithm for ad-
mission control that can simultaneously achieve:

• a strong and differentiated (multiclass) service model;
• flow and class level statistical sharing (high utilization);
• scalability (no per-flow signaling or state management in

core routers)

thereby providing a new framework for combining the strong
service model of intserv with the scalability of diffserv,without
sacrificing network utilization.

Our solution and contribution has two components: an ar-
chitecture and an admission control algorithm. Architecturally,
we achieve scalability by making admission control decisions
solely at egress points. The key mechanism is use of continuous
passive monitoring of theavailableservice on a path to manage
QoS so that coordination of state among routers is not required,
as egress points independently make admission control deci-
sions. Moreover, by assessing the available service rather than
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Fig. 1. Egress admission control model.

the raw workload, we can control not only the service across a
particular ingress–egress pair, but also implicitly control other
paths, thereby ensuring that all classes on all paths maintain their
required service levels.

For admission control, our key technique is to develop a mea-
surement-based theory ofenvelopes[22] to accurately charac-
terize and control both arrivals and services in a general way. In
particular, we introduce a measurement-based service envelope
as a new way to adaptively describe the end-to-end service avail-
able to a traffic class. By developing our approach using a “black
box” system model, we show how this service abstraction can
incorporate the effects of interfering cross traffic without explic-
itly measuring or controlling it. Moreover, the service envelope
effectively exploits features of the backbone nodes’ schedulers
and the effects of statistical resource sharing at both the flow
level and the class level. For example, if a class is provided a cir-
cuit-like service without sharing among traffic classes, the ser-
vice envelope will measure a simple linear function. In contrast,
if the black box performs weighted-fair-queueing-like sched-
uling [24], [25], the service envelope will reflect the available
capacity beyond the minimum “guaranteed rate” which can be
exploited by the class, i.e., the excess capacity which is avail-
able due to fluctuating resource demands of cross traffic and
other traffic classes. Finally, by limiting a class’ traffic by con-
trolling admission of flows into the class, we can ensure that the
class’ predicted quality-of-service is within its requirements.

To quantify the service quality received by a class, we esti-
mate the serviceconfidence level, which reflects the variation in
past envelope measurements and the uncertainty in the predic-
tion of future service and arrivals due to fluctuating demands of
cross traffic. Building on [21], we apply extreme value theory
to characterize the distribution of the measured peak-rate and
minimum-service envelopes. In this way, we not only predict a
class’ delay bound, but also the probability of its violation, and
the estimated fraction of packets that will receive the desired
service.

We next perform a large set of simulation experiments to
study the performance of our approach. We consider a scenario
characterized by highly variable traffic loads (with traffic flows
exhibiting long range dependence), multiple network nodes,
unknown cross traffic, and several packet service disciplines.
We find that while egress admission control is a scalable and
coarse-grained solution for quality-of-service management, it is

still able to accurately control the network’s admissible region,
achieving efficient utilization of network resources, exploiting
not only statistical multiplexing gains, but also utilization gains
from inter-class resource sharing. Thus, compared to diffserv
[4], [19], we achieve a more rigorous service model with
controlled latency and loss. And compared to intserv [29], we
achieve a controlled-load like service in a scalable way [27].

Finally, we have implemented the scheme on a network of
prototype routers and performed an extensive measurement
study. Our implementation consists of ingress–egress path
monitoring, an admission control module at edge routers, and
a modification to RSVP to signal only egress nodes. We refer
to [23] for a detailed description of the implementation and
measurement study and in this paper focus on simulation-based
performance analysis.

The remainder of this paper is organized as follows. In Sec-
tion II we describe the architectural component of our solution.
Next, in Section III we formulate the minimalist solution that
conforms to this architecture via a simple queueing theoretic
approach. In Section IV we describe a refined measurement
methodology for inferring characteristics of a path and develop
an admission control algorithm based on these measurements.
In Section V we present simulation experiments. Finally, in Sec-
tion VI we discuss related work and in Section VII, we conclude.

II. SYSTEM ARCHITECTURE

A. Traditional Models for QoS Provisioning

Consider an autonomous system1 as depicted by the cloud in
Fig. 1. Suppose that a guaranteed-bandwidth session is desired
between routers A and A. The RSVP/intserv protocol would es-
tablish this session by sending a signaling message to reserve re-
sources for the new flow at each hop along the path. Depending
on the route selected, this would include several intermediate
nodes such as D-E-F. As described in the Introduction, this ap-
proach has scalability limitations regarding signaling and state
management for many flows. Moreover, without special mech-
anisms at intermediate nodes such as per-flow traffic reshaping,
ensuring end-to-end QoS measures remains an open problem.

1In this paper, we consider a single autonomous domain. Extensions to mul-
tiple domains could be achieved by concatenating domain reservations in a
manner analogous to RSVP’s concatenation ofnodereservations.
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Observe further that simply establishing “pipes” to achieve
scalability (such as aggregate diffserv-style Service Level
Agreements) between such pairs of nodes also encounters
many inefficiencies. Most importantly, rigid and permanent
partitioning of resources precludes statistical resource sharing
among traffic classes and paths. In the example, if B-D-E-H
cross traffic is lightly loaded, an increased number of flows
could be admitted between A and A. However, this would not
be possible under a pipe model without “resizing” the pipe, a
hard global state management problem itself. In Section V we
show that such statistical sharing across paths and classes is im-
portant for achieving efficient utilization of system resources.2

B. Egress Model

Based on the discussions above, it is clear that current
solutions cannot simultaneously achieve scalability, statistical
sharing across flows and classes, and a strong and differentiated
service model. Our goal is to develop an architecture and
admission control algorithm that can combine the strong and
multiclass service model of intserv with the scalability of
diffserv.

1) Architecture: The main idea of our architectural solution
is to process reservation messages only at the network edge
(egress router) and to use continual passive monitoring of a
path to assess its available resources, implicitly including the ef-
fects of cross traffic that are not directly measured at the egress
point, and implicitlypreventingother egress points from admit-
ting flows beyond an acceptable range.

In particular, to establish a new session, a resource reservation
message is generated by the user which contains its traffic speci-
fication and QoS requirements. For the traffic specification, any
deterministic traffic model may be used (e.g., dual leaky bucket
parameters or merely peak rate). Moreover, a flow’s specified
traffic parameters play only a minor role as they are only used
when the flow itself is being established: admission of future
sessions will be based onmeasurementsof aggregate traffic
rather than user specifications. For quality-of-service param-
eters, users specify their required packet loss probability and
delay bound via their requested class.

This reservation request is then forwarded to the egress router
(router A in the example) which makes the final admission deci-
sion and notifies both the sender and receiver of the established
session. The key point is that only the egress router processes
the reservation request, all intermediary nodes merely forward
the request packet and neither perform admission control nor
store state information for the session. In this way, the solution
achievesscalability.

2) QoS Control: A key challenge is then to enable the egress
node to make a good prediction of the new flow’s service, and
more generally, to ensure that all flows of all classes and paths
maintain their desired service level. For example, B-H flows
would be admitted by router H and will share the link D-E with
A-A flows. However, existence of these B-H flows will not be
explicitly signaled to router A: rather, the impact of cross traffic

2Further limitations of the pipe model are described in [12]’s motivation for
the “hose” model.

on the A-A flows must be inferred from measurement at the
egress point A.

To address this issue, we structurally map the network path
to the “black box” model (as depicted in Fig. 1) in which we
control a system without direct knowledge of its service disci-
pline, cross traffic, load, etc. We then measure the arrival and
service characteristics of the multinode path and control the path
by limiting admissions at the egress point. Moreover we implic-
itly control other paths by having all edge points in the domain
perform the same algorithm.3

In measuringarrivals, an important distinction between the
black-box model and realistic networks is that in the former
case, the controlling node can directly measure both the arrival
and departure process, whereas the egress node views only the
system departures. Consequently, to obtain the arrival charac-
teristics as viewed by theingressrouter, packet entrance times
into the ingress point must be communicated to the egress node.
There are two basic approaches: first, if the ingress and egress
nodes have synchronized clocks, then each packet can simply
be time-stamped at the ingress router. Second, if clock syn-
chronization is impossible or the granularity of synchronization
available is too coarse, a cumulative queueing time may be sub-
stituted for the ingress arrival time. In particular, if all nodes
(ingress and core nodes) compute the time a packet is locally
queued and add this time to a cumulative count stored in a field
of the packet header, the egress node can compute the packet’s
entrance time. A variant of the latter technique is employed in
the FIFO service discipline [9] to improve a flow’s QoS via
coordinated scheduling, and the former technique is employed
in our own implementation.

In measuringservice, we use both the aforementioned
system-entrance times along with packet departure times
(measured at the egress point) to construct a statistical charac-
terization of the service available along the path. In the baseline
scheme of Section III, we will simply compute the mean
service rate, and in Section IV, we develop an envelope-based
approach to also capture the temporal correlation and variation
of both arrivals and service. A key point about both service
measurement methodologies is that they will characterize the
available service on a path as opposed to, for example, the
raw link capacity as done for network management purposes
in [18]. By also bounding the marginal effects of admitting
a new flow (Section IV-C), we can control its effects on the
performance of existing flows.

As an example, consider the network of Fig. 1 in which all
links have 1 Mb/s capacity. Suppose an 800 kb/s flow is estab-
lished along ADEFA. Can a 300 kb/s flow be mistakenly es-
tablished along BDEH and force the A-Aflow into violation?
(Recall that egress router H has no explicit knowledge of the
ADEFA flow.) Provided that an algorithm measures theavail-
able service (in this case 200 kb/s), the answer is no: egress
router H will properly block the 300 kb/s flow.

A key point is that the admission controller applies to a
general system model including single and multiple-node
domains, FCFS and class-based scheduling, and standard as

3While multipath routing is rarely used in practice, we assume for generality
that multipath routingcanoccur, and do not distinguish among the paths.
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well as QoS-enhanced backbone networks. When QoS mecha-
nisms are present in the network (such as class-based queueing
rather than FCFS), the admission controller will measure the
corresponding performance improvements and exploit the
QoS functionality by admitting more flows per class, thereby
increasing the overall system efficiency. Finally, notice from
Fig. 1 that the admission controller does not measure or model
resources at the node level, such as link capacity of a core
node. Instead, we abstract all low-level resources into a virtual
server which allows us to design an admission controller that
is applicable to a broad class of core network topologies and
configurations.

III. B ASELINE SCHEME

In this section, we sketch a simple queuing theoretic algo-
rithm devised to satisfy a delay target in the black box model.
The goal here is threefold. First, we illustrate an abstraction
of a network path into a simple single-server queuing model.
Second, we highlight key issues for managing multiclass net-
work services. Finally, we use the approach as a baseline for
experimental comparisons and, by highlighting its limitations,
we further motivate the envelope-based scheme.

A. Problem Formulation

Consider a single traffic class with quality-of-service targets
given by a delay bound of 200 ms to be met by 99.9% of packets.
Further consider a stationary and homogeneous arrival of flows
and packets within flows, so that there exists some maximum
number of packets per second which can be serviced so that this
QoS requirement is met. If the overall arrival rate of packets to
the server is greater than this maximum, the difference should
be blocked by the admission controller to prevent an overload
situation.

The key question is, how to determine which load level is
the maximum one that can support the service. Specifically, if
the current load is below this maximum, then the current 99.9
percentile delay will be below the target. However, when a new
flow’s packets access the network, the new 99.9 percentile delay
of this class and others is in general a complex function of the
loads at the constituent routers along the path. Below, we sketch
a baseline approach for assessing the impact of new packets
and flows on the delay target via a simple queuing theoretic
abstraction.

B. Sketch Algorithm

Here, we approximate a class’ end-to-end service by an
M/M/1 queue with an unknown service rate. In particular, as
described above, a packets’s service latency includes delays
from multiple constituent queues. The M/M/1 model abstracts
these resources into a single virtual server with independent
and exponential packets and services as follows.

Denoting and as the arrival and departure time of packet
, over the last s from the current time, the mean arrival rate

is

(1)

where is an indicator function, and the mean delay is

(2)

Under the assumptions of the M/M/1 model, the unknown ser-
vice rate is estimated by

(3)

With admission of a new flow with rate, the new delay bound
violation probability will be

Delay (4)

Thus, the new flow should be admitted only if the new esti-
mated delay-bound-violation probability is less than the class’
target value. Consequently, under the particular assumptions of
the M/M/1 model, the above scheme limits the class’ latency
to within the target delay bound for the specified fraction of
packets.

C. Limitations of the Baseline Scheme

While admission control based on (1)–(4) does target satis-
faction of a class’ quality-of-service objectives using a scalable
system model, it encounters several key problems which pre-
clude its practicality to realistic networks.

First, it offers no support for multiple services classes. That
is, by treating each class independently, the impact of a new
flow on other classes is ignored. Second, the assumption that
inter-packet times are independent and exponentially distributed
conflicts with measurement studies [14]. Third, the assump-
tion of independent and exponentially distributedservicetimes
cannot account for the highly variable service times in real-
istic networks; it ignores the strong effects of cross-traffic and
inter-class resource sharing, namely, that packet services times
can be highly variable as well as correlated due to interference
from bursts of cross traffic.

In Section V, we experimentally quantify the impact of these
limitations in a realistic scenario.

IV. SERVICE MEASUREMENT ANDADMISSION CONTROL

In this section, we develop a more accurate framework for
assessing the workload and service properties of a network path
via a general traffic and serviceenvelopeabstraction. Moreover,
we show how such a service inference can be employed within
the edge-based admission control architecture.

A. Adaptive Measurement of Class Arrival Envelopes

To accurately characterize a class’ resource demands, our
goal is to model traffic in a way that 1) exploits the effects of
statistical multiplexing, 2) applies to both large and moderate
numbers of flows per class (important in link sharing environ-
ments), and 3) incorporates temporal correlation in a general and
tractable way. Using traffic envelopes together with the mea-
surement methodology described below, we achieve these goals
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Fig. 2. Traffic envelope for multiplexed flows.

with (respectively) aggregate measurements, measured peaks,
and the theory of traffic envelopes.

Building on [21] and analogous to [5], we characterize traffic
via aggregate peak-rate envelopes. In particular, to characterize
a flow’s rate, an associated interval length must also be speci-
fied. For example, denoting as a flow’s arrivals in
the interval , is the rate in this partic-
ular interval. Moreover, the peak rate over any interval of length

is given by . We refer to a set of
rates which bound the flow’s rate over intervals of length
as a peak rate envelope [17].

The goal of our measurement methodology is twofold. First,
by measuring an envelope of the aggregate flow, we capture the
short time scale burstiness of the traffic which we will employ
in resource reservation and admission control. Second, we mea-
sure the variation of the aggregate rate envelope to characterize
measurement errors and longer time scale fluctuations in the
traffic characteristics. Using the variance of the measured en-
velope, we can determine the confidence values of our schedu-
lability condition and estimate the expected fraction of packets
dropped should the schedulability condition fail to hold.

Specifically, we consider time to be slotted with width
, the minimum interval of the measured rate envelope. Thus,

the maximal rate envelope over the pasttime slots from the
current time is defined as

(5)

for . Thus, the envelope de-
scribes the aggregate maximal rate envelope over intervals of
length in the most recent s. This envelope measures
the short-time scale burstiness and autocorrelation structure of
the aggregate flow.

Every time slots,4 the current envelope is measured
using (5) and for and

. Thus, at each iteration we discard the envelope for
the oldest time window and retain the information embedded in
the most recent windows, including the current one. Conse-

4Guidelines for setting the measurement windowT , typically on the order of
several seconds, are presented in [21].

quently, the variance of the measured envelopes over the past
windows of length can be computed as

(6)

where is the empirical mean of the ’s, .
Thus, we measure thevariability of the aggregate envelope over

time slots to characterize the variation of the peak rate en-
velope itself over longer time scales.

To illustrate the properties of the envelopes defined above,
we provide an example envelope from the simulation experi-
ments. Fig. 2(a) depicts a class’ empirical maximal rate enve-
lope normalized to the mean rate. The scenario consists of 50
multiplexed independent Pareto On–Off sources with on-rate
32 kb/s and parameters as given in Section V. Plotting the peak
rate (normalized) versus the interval length, the figure
shows how the traffic characterization captures the maximum
rates and durations of the flow’s bursts. For example, for small
interval lengths, approaches the source’s peak rate, which is
about ten times its mean rate. This peak-to-mean ratio is quite
large and indicates the extreme burstiness of these multiplexed
Pareto flows. Regardless, for longer interval lengths,rapidly
decreases toward the long term average rate.

Similarly, Fig. 2(b) shows the un-normalized peak envelope
along with its 99% variation. Observe that such variation of the
maximumtraffic over intervals is relatively moderate indicating
that high-confidence predictions are viable.

We also note from Fig. 2 that the key temporal characteristics
of the flow are revealed from the traffic envelope. For example,
by intervals of 10 ms, the worst case burst rate is reduced to two
times the average rate, significantly reduced from the peak of
ten. This means that over all intervals of length 10 ms, the max-
imum arrival rate is double the average arrival rate (averaged
over the entire lifetime of the flow). Similarly, the instantaneous
peak is ten times the average rate.

Finally, we note that in addition to characterizing the extreme
values of the traffic flow which can be exploited for resource
allocation, the maximal rate envelope has the desirable property
that the variation of themaximumrate tends to be less than the
variance of the flow itself. This is demonstrated analytically in
[21].
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B. Adaptive Measurement of Class Service Envelopes

For a single network node, previous work on measurement-
based admission control focused on a scenario characterized by
the following two assumptions. The first assumption is that all
traffic flows traversing the node are explicitly controlled by that
node. In other words, the node itself has admitted all flows for
which it forward packets. The second assumption is that the
multiplexer services packets in first-come first-serve order, or
if multiple traffic classes are supported, isolation among classes
is assumed.

In contrast, even in the single node case, we consider the more
general scenario depicted in Fig. 1. In particular, we consider the
case in which cross traffic also shares the node’s resources. By
cross traffic, we do not refer to best-effort flows (which would
be isolated from the real-time flows) but rather other real-time
flows that have been admitted by other nodes, without neces-
sarily having the explicit consent of the traversed node under
discussion. In Section IV-C, we show that this system model
plays a key role in scalable admission control.

Second, we allow the node to employ any packet service dis-
cipline and do not require the admission control algorithm to
have knowledge of which service discipline is being used, nor
of the service discipline’s parameters such as priority weights.
While it may appear that the admission control algorithm can
easily access this information at a given node, we will show
in Section IV-C that removal of this assumption also plays a
key role for scalable services. Regardless, we note here that the
service discipline remains important in quality-of-service pro-
visioning, as a poorly chosen scheduler will result in lower net-
work utilization.

Below, we develop a framework for assessing and controlling
a class’serviceusing measurement based service envelopes. We
build on the general abstraction of [22], which uses statistical
service envelopes to study inter-class resource sharing.

1) Service Definition:To devise a multiclass admission con-
trol algorithm with controlled statistical sharing across classes,
a theory is needed which can characterize the extent to which
classes can be “overbooked,” while limiting inter-class interfer-
ence such that all class QoS constraints are satisfied. In [22], we
introduced such a scheme for multiclass admission control using
a framework of statistical service envelopes. Such envelopes can
be viewed as the statistical analogue of a deterministic “service
curve” [10].

For example, under General Processor Sharing (GPS), a flow
with guaranteed rate has at least bits serviced in an in-
terval of length during which it is backlogged. This function

is therefore the flow’sminimumservice envelope. However,
the flow may receive a much greater service than due to
fluctuations in the demands of other flows. Astatisticalservice
envelope is therefore a general way to describe this randomly
fluctuating excess capacity as a function of interval length. In
particular, to study inter-class resource sharing, we defined es-
sential traffic, available service and statistical service envelopes
as follows.

Definition 1 (Essential Traffic):The essential traffic of class
with respect to classis defined as

(7)

where denotes the total class-traffic served in time
interval . The essential traffic has an important interpre-
tation: suppose a class-packet arrives at time and is ser-
viced exactly at its delay bound . Then is the
class- traffic which will be serviced before the class-packet.
The essential traffic is a function of the particular service disci-
pline, and plays a key role in characterizing inter-class resource
sharing.

Definition 2 (Available Service):Let denote the
minimal class input such that class is continuously back-
logged in . The available service of classin
is defined as the classoutput given this minimally
backlogging input traffic , and other classes’ input
traffic as their essential traffic , .

Note that the available service is a function of the
scheduling mechanism and the essential traffic ,
. Notice further that is independent of the input traffic

of class ; whereas theactualoutput process is de-
cided byall classes’ inputs. By using this notion of available ser-
vice, we decouple class’s input traffic from its avail-
able service , making a pure description of
available network resources, separate from the traffic that is ac-
tually sent.

Definition 3 (Statistical Service Envelope):A sequence of
random variables is a statistical service envelope of class
’s traffic, if for any interval , the available service

satisfies

Using this definition, we showed how to compute statistical
service envelopes and hence perform admission control for sev-
eral service disciplines, including weighted fair queueing and
static priority [22].

Unfortunately, a direct application of this approach to mea-
surement based admission control is not possible. First, while
the concept of the service received by a minimally backlogging
flow is a useful analytical tool, it cannot be efficiently mea-
sured, as it would require transmitting traffic into the network
at the precise rate that causes packets to be queued: not only
would this be an additional traffic load, but determination of
this rate itself would be problematic. Second, the approach ex-
ploits knowledge of the node’s service discipline as well as the
characteristics of other flows being multiplexed at the node. As
discussed above, this is a problematic assumption for scalable
multinode admission control.

2) Measuring Path Service:Here, we define and show how
to adaptively measure a black box’s service envelope. Analo-
gous to the peak-rate envelope of Section IV-A, this envelope
describes the minimum service received by a traffic class as a
function of interval length. We obtain this envelope by mea-
suring the service received when the class is backlogged, an es-
timate of the ideal service envelope defined above. Moreover,
we will show how measured variations of this envelope can be
used to quantify the confidence level of the class’ predicted QoS
values.

Considering a single traffic class to simplify notation, we de-
note the th packet’s arrival time by and its departure time by
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Fig. 3. Example flow for service envelope computation.

. While individual packet delays ( ) are considered, the
envelope also describes the service received by the flow over
longer intervals in which the class is backlogged. In Fig. 1’s
scenario, we consider a flow to be backlogged whenever it has
at least one packet inside the system. This backlogging condi-
tion can be easily checked by examining properties of the ar-
rival and departure sequence. Specifically, a traffic flow is con-
tinuously backlogged for packet transmissions in the interval

if

for all (8)

for . Note that all packet transmissions are backlogged for
in the interval .

This concept is illustrated in Fig. 3 which shows an example
arrival and departure sequence. In the figure, the second packet
arrives into the system after the first packet departs. Hence, for
the first packet, the backlogging condition is satisfied only for

; likewise for the second packet. In contrast, for the
third packet, the flow is also backlogged for consecu-
tive packets as the fourth packet arrives before the service of the
third packet. Similarly, a sequence of packets are back-
logged beginning with the arrival of packet 5 and ending with
the departure of packet 7. In other words, the interval is
a backlogging interval for . Notice that the sub-intervals

and are also backlogged for packets.
At time , the minimum service envelope’s mean and vari-

ance can be measured over the interval as follows.
We express the envelope as a vector of timessuch that is
the maximum time required to service bits, where is the
number of bits in the minimum sized packet. We initially set

and iteratively compute the final service envelope con-
sidering all packets in the window.

For packet , we consider not only the delay of packetit-
self, but also longer backlogging intervals. Thus, we update the
envelope as

(9)

where

(10)

and is the size of packet expressed in units . For
a particular packet , all satisfying Inequality (8) are
iteratively considered.

Fig. 4. Service envelope for multiplexed on–off sources.

For example, consider the flow of Fig. 3. For packet 3, two
iterations are performed as two backlogging times are present.
For , we have . and for ,
we have where the subscript 3 of
represents the combined sizes of packets 3 and 4.

Next, we note that in packet systems, packets are serviced at
discrete instances rather than continuously over time as in a fluid
system. As we are considering a packet system, we must ensure
that the resulting service envelope is an increasing function and
hence perform a final iteration in which .

Finally, in a manner analogous to the arrival envelope, we
compute the empirical mean and variance of the service enve-
lope over successive windows which aids in assessing the con-
fidence level of the service predictions.

Fig. 4 shows an example minimum service envelope with
99 percentile variation from the multinode experiments of Sec-
tion V. In particular, for a link with 10 Mb/s capacity and the
same 50 Pareto on–off sources as in Fig. 2, the figure depicts
the minimum empirical service versus interval length, that is,

versus . For the figure, the Core-Stateless Fair Queuing
(CSFQ) service discipline [25] is employed in the backbone net-
work. Notice that the envelope has a roughly convex shape in-
dicating that the servicerate is increasing with interval length.
Moreover, the variation in the envelope’s slope is due to varia-
tions in available capacity due to the burstiness of other traffic
flows. In the following sections, we show how properties of this
service envelope can be exploited for scalable admission con-
trol.

C. Admission Control

In this section, we develop a class-based admission control
algorithm for the black box model, and show that the generality
of the model (in contrast to previous studies of single-node first
come first serve schedulers) enables us to apply it to scalable
admission control.

Upon arrival of a new flow requesting admission to a partic-
ular traffic class, the following test ensures that the class’ re-
quested service is satisfied with what we term a “schedulability
confidence level”: as there is uncertainty in the future arrival
patterns and service fluctuations due to variable rate interfering
cross traffic, this confidence level quantifies the likelihood that
the requested service will continue to be provided.
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For simplicity of presentation, we use continuous time no-
tation such that for example, denotes the mean peak rate
over intervals of length (as opposed to for intervals of
length ). Moreover, we describe the service envelope
by random variables which characterize variation in the
available service, i.e., variations inversus as depicted in
Fig. 4.

Class Admission Control Condition:Consider a system in
which a traffic class has a measured maximum arrival envelope
with mean with variance . Moreover, let the class’
measured minimum service envelope have meanand vari-
ance . Finally, consider a flow requesting admission to the
class with peak-rate envelope . The flow is admissible with
delay bound and confidence level if 5

tr (11)

for all interval lengths , and

(12)

with and and determined
as described in the Appendix.

Thus, we apply this theory to characterize the fluctuations in
the peak-rate and minimum-service envelope and better predict
the future service received by the class for a broad class of un-
derlying traffic and service types.6

For the new flow, the envelope can be simply set to the peak
rate such that . Likewise, for dual-leaky bucket

flows, .
Consequently, denoting as a Gumbel distribution

with mean and variance , we have the peak rate over in-
tervals of length converging to

(13)

Likewise, denoting the service obtained by the class in the
interval by , we have

(14)

Finally, we utilize the deterministic [10] and statistical [22]
schedulability condition which ensures that arriving packets
are serviced within s. Here, we ensure that the condition is
satisfied for all interval lengths with a confidence level of at
least . Approximating the sum of two Gumbel distributed
random variables by a Gumbel distributed random variable, the
admission control test follows.

Using [21], we can extend this result to estimate each class’
packet loss probability in addition to its maximum delay and
service envelope.

Thus, the approach achieves scalability via simplification
of the backbone routers’ communication, computation, and
storage overheads. Only egress nodes are required to process
signaling messages and perform admission control. Per-flow

5Note that the first flow must always be admitted to begin the process. If
individual flows can be too large for this simple approach, probing can achieve
the same effect [7].

6While all traffic/service models including this one have their limitations, we
evaluate the effectiveness of the model through admission control experiments.

state is not required at any nodes as even egress admission
control is class-based.

D. Resource Sharing, Borrowing, and Stealing

The above admission control tests assess the available service
along a path. A key issue for distributed admission control is
the mechanism by which classes interpret this available service
when admitting or rejecting new flows.

At one extreme, the admission control algorithm can be
“greedy” and admit any flow for which there is available
capacity. In this way, inter-class resource sharing is fully
exploited as a class can borrow unused resources from other
classes to admit additional flows.

However, in certain cases, such borrowing introduces a recip-
rocal risk of resource “stealing.” As described in [7], if a mon-
itoring class is unable to asses its impact on other classes (e.g.,
traversing different paths), it may inadvertently admit new flows
and force other classes into QoS violations. This can occur in
certain cases in the egress architecture if additional mechanisms
are not present. For example, in class based fair queueing, a
class currently transmitting at less than its guaranteed rate could
admit additional flows, even if other classes are currently “bor-
rowing” this capacity. Consequently, the borrowing flows could
have this excess bandwidth stolen.

At the other extreme, a class can determine that it does not
wish to risk the effects of stealing nor exploit the advantages
of resource borrowing. In this case, simple mechanisms can
prevent the aforementioned stealing problem. For example, the
class can perform an additional test that

(15)

In this way, a class can restrict itself to using its true “guar-
anteed rate” (observe that for class based queueing, this guaran-
teed rate is simply the slope of the service envelope for small)
and consequently, the class eliminates its risk of having capacity
stolen. Thus, within the framework of the egress admission con-
trol architecture, different policies can yield different service
models (with and without stealing) and different network uti-
lizations (with and without interclass resource sharing).

However, we note that such an inference cannot be obtained
for all schedulers. For example, if the scheduler is Strict Pri-
ority (not the rate constrained version of Strict Priority) and the
former flow is low priority and the latter flow is high priority,
the high priority class isisolatedfrom the low priority class, and
cannot assess the true available bandwidth. Hence, if blindly ap-
plied to a network of strict priority schedulers, egress admission
control would encounter a variant of thestealingproblem de-
scribed in [7].

V. EXPERIMENTAL INVESTIGATIONS

In this section, we evaluate the performance of the egress ad-
mission control algorithm via a set of simulation and admission
control experiments performed under a wide variety of traffic
mixes, QoS parameters, service disciplines, and network capac-
ities and topologies. It is to be noted here that in the results pre-
sented below we allow borrowing to take place.
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(a)

(b)

Fig. 5. Simulation topologies.

Fig. 6. Simulated and predicted admissible regions (10 Mb/s links).

We consider two network topologies as depicted in Fig. 5.
The first is depicted in Fig. 5(a) and consists of six nodes each
with link capacity 1.5 Mb/s or 10 Mb/s, depending on the ex-
periment. The second topology is derived from the UUNet U.S.
backbone, except that for simulation efficiency, we consider link
speeds of 10 Mb/s and do not consider all paths of the true back-
bone. Packet sizes are fixed to 1 kB and all propagation delays
are 1 ms. Moreover, all experiments have at least two service
classes and traffic types present in the network. For traffic types,
we consider Pareto on–off sources which even in aggregate, ex-
hibit highly bursty characteristics; we also consider constant rate
sources.

For service classes, we consider both deterministic service in
which capacity is allocated via peak rate reservation, and sta-
tistical service which we provision via egress admission con-
trol. By considering various mixes of traffic and services, we

study a number of aspects of admission control, including accu-
racy of the admissible region, statistical multiplexing, admission
control under moderate numbers of traffic flows, inter-class re-
source sharing, gains over a simple pipe model, and the impact
of the network’s service discipline.

In all cases, many simulations are performed and average re-
sults are reported along with 95% confidence intervals where
applicable.

A. Admissible Regions

Here, we compare the network’s admissible regions mea-
sured via simulations with those predicted by the egress admis-
sion control algorithm in a manner analogous to the study of
[16].

For the results depicted in Fig. 6, we consider a scenario in
which both deterministic and statistical services are supported.
Moreover, the network nodes employ CSFQ scheduling [25]
with nodes A, B, A, and B acting as edge nodes and nodes
C and D as core nodes. Each link capacity is 10 Mb/s.

The class receiving deterministic service has 24 constant rate
flows with rate 150 kb/s. For the statistical class, the flows are
Pareto on–off sources with on-rate 64 kb/s, mean on and off
time 360 ms, and Pareto shape parameter 1.9 (as in [15]). Recall
that a Pareto shape parameter less than 1 results in an infinite
mean while a shape parameter less than 2 results in an infinite
variance.

We study the admissible region of a group of flows obtaining
a statistical service between nodes A and A. For background
and cross traffic, we have 22 on–off flows and 22 constant-rate
flows entering from ingress node B and interfering at node
D. Moreover, we have 24 constant rate flows entering from
node A. In the simulation experiments, the number of on–off
flows obtaining statistical service traversing nodes A-D-C-A
is varied and the resulting quality-of-service parameters are
measured. In the admission control experiments, the number of
flows requesting statistical service across nodes A-D-C-Ais
again varied, but the resulting quality-of-service parameters are
computed via the egress admission control algorithm.

The results of the experiments are depicted in Fig. 6. Here,
class utilization is defined as the average capacity used by the
class divided by the average capacity available. Specifically, it
is the class’ average bandwidth divided by the average idle ca-
pacity of link D-C, which is link D-C’s bandwidth (10 Mb/s)
minus the mean rates of all other flows. Thus, the class utiliza-
tion reflects the ability of a class to exploit the available re-
sources along the path. The figure shows this class utilization
versus the delay of the class in consideration: packets meet this
delay bound with average probability 0.9999 as measured or
computed using admission control for the respective curves.

We make the following two observations regarding the
figure. First, both the simulation and egress admission control
curves are significantly above the curve for peak rate alloca-
tion. This indicates that even for these long range dependent
traffic flows traversing multiple nodes, significant statistical
multiplexing gains are available. Second, we observe that the
egress admission control algorithm is able to exploit a large
fraction of this gain. For example, by a delay bound of 30 ms,
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the egress algorithm admits a sufficient number of flows to
utilize the system to 75% average utilization, within 5% of the
maximum utilization achievable in simulations.

In the next experiments, we consider a scenario similar to that
of Fig. 6, but with a link capacity of 1.5 Mb/s and the on–off
sources having a peak rate of 32 kb/s. While the egress admis-
sion control algorithm is targeted toward high-speed links sup-
porting many flows, this scenario illustrates an important aspect
of realistic systems: while a node may support a large number
of flows in aggregate, if there are many traffic classes and many
virtual private networks supported, a particular class may have a
relatively moderate capacity allocated to it. Consequently, large
statistical multiplexing gains may not be available, and cen-
tral-limit-theorem based algorithms may not be applicable (see
[21] for further discussion of such scenarios).

Fig. 7 shows the results for this scenario. As shown, the avail-
able statistical multiplexing gains are lower in these experi-
ments, with both the simulation and egress admission control
curves indicating lower utilizations than in Fig. 6. Regardless,
the figure indicates that the admission control algorithm is still
able to control the admissible region within a range quite close
to the measured one.

Finally, the simulation results depicted in Fig. 8 are obtained
using the UUNet topology. Specifically, we consider the
Houston-Toronto path via Atlanta and Chicago, with Pareto
on–off sources having a peak rate of 64 kb/s. Moreover, 15 con-
stant rate flows with rate 50 kb/s have the same ingress–egress
pair. Cross traffic consists of nine additional ingress–egress
pairs with each pair having deterministic and statistical classes.
Deterministic classes consist of 15 to 25 constant rate flows
and statistical classes consist of 20 Pareto on–off sources.

The key features of the scenario is that the traffic class of in-
terest now represents a significantly smaller fraction of the total
traffic. Thus, not only does cross traffic dominate, but the cross
traffic itself traverses multiple hops, becomes distorted, and in-
terferes at various points. The figure depicts a set of results for
the Houston-Toronto flows and illustrates that even under this
more complex scenario, the service envelope has inferred the
available resources to a sufficient degree of accuracy to control
the admissible region.

B. Inter-Class Resource Sharing

Here, we investigate the algorithm’s ability to exploit gains
from inter-class resource sharing. In particular, we compare the
egress admission control algorithm with a simple “pipe” model
in which each traffic class is pre-allocated a certain bandwidth
and classes perform admission control independently. (We reit-
erate that there are further limitations to the pipe model such as
how to set the pipes’ rates in the first place. We point interested
readers to [12] and limit our discussion to inter-class resource
sharing.)

We consider only on–off flows and both deterministic (class
1) and statistical (class 2) service classes with the latter ob-
taining a delay bound of 100 ms again with probability 0.9999.
Class 1 flows are exponential on–off sources with mean on and
off times of 500 ms and on-rate 50 kb/s. Class 2 flows are again
Pareto on–off sources with mean on and off times of 360 ms
and on-rate 32 kb/s. To obtain the “pipe model” curve in Fig. 9,

Fig. 7. Simulated and predicted admissible regions (1.5 Mb/s links).

Fig. 8. Simulated and predicted admissible regions (UUNet topology).

we allocate a fixed capacity to each class and compute the max-
imum number of admissible flows: points on the curve represent
different allocations to each class. For example with thirty class
1 flows and no class 2 flows, 100% of the available capacity
(i.e., a pipe of rate 1.5 Mb/s) is allocated to class 1 traffic. Class
1 is then able to admit no more than thirty flows while satisfying
the required deterministic service. Similarly, if each class is allo-
cated a bandwidth of 750 kb/s, 15 class 1 flows can be admitted
while 36 class 2 flows can be admitted. Clearly, under equal al-
location, the number of admissible class 2 flows is larger than
that of class 1, as class 2 exploits statistical multiplexing. How-
ever, class 2 doesnot exploit unused capacity of class 1 under
the pipe model.

In contrast, the egress admission control algorithm exploits
the effects of inter-class resource sharing and consequently ob-
tains a significantly larger admissible region. Specifically, the
egress router measures the available service for class 2 as sig-
nificantly larger than the corresponding pipe, due to variations
in class 1’s aggregate rate. Under egress admission control, class
2 exploits this available capacity and admits a larger number of
traffic flows. For example, with a 60/40 class allocation, the uti-
lization under the pipe model is 44%, while it is 75% for egress
admission control.

C. Fair Queueing and Guaranteed Rates

In this set of experiments, we show a number of empirical
service envelopes to illustrate several aspects of the egress ad-
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Fig. 9. Admissible regions for deterministic and statistical services.

mission control algorithm. We consider the same scenario as
above with the exception that all routers schedule packets ac-
cording to the Deficit Round Robin (DRR) algorithm [24] rather
than CSFQ, thus eliminating any envelope variations due to the
core-stateless approximation of fair queueing.

The lower curve of Fig. 10 depicts the minimum guaranteed
service envelope under DRR, a linear function as described
in Section IV-B. The upper curves depict the mean and 99th
percentile of the measured minimum service envelope over the
duration of the simulation. This illustrates the mechanism by
which egress admission control exploits inter-class resource
sharing: an increase in the measured service envelope above
the minimum rate corresponds to an increase in the admissible
region.

D. Comparison with Baseline Scheme

Finally, we compare the egress algorithm with the baseline
scheme of Section III. For this purpose, we consider a single
node with link capacity 1.5 Mb/s and DRR scheduling.

Fig. 11 shows the results for a single statistical class and ex-
ponential on–off sources with on-rate 64 kb/s and mean on and
off time 360 ms. The figure indicates that while egress admis-
sion control attains an admissible region within 8% of the sim-
ulated region, the baseline scheme is significantly less accurate
with errors above 25%. This indicates that both the architecture
and envelope-based algorithm are important for achieving scal-
ability and accurate traffic control.

VI. RELATED WORK

Here, we discuss related work in addition to the aforemen-
tioned studies of measurement-based admission control.

Scalability of QoS management techniques has received
significant attention and indeed partially motivateddiffserv
solutions [4], [11]. Such architectures offer scalability by
offering a small number of traffic classes and provisioning
resources via slow-time-scale service level agreements. In con-
trast, our approach is able to make stronger quality-of-service
statements without over-provisioning by operating at the “flow
time-scale,” yet without maintaining per-flow state. Similarly,
aggregation and hierarchy have been proposed as mechanisms
to scale intserv, e.g., [2], [20]. However, the utilization costs

Fig. 10. Empirical and guaranteed service rates.

Fig. 11. Comparison with baseline scheme.

and signaling demands of such architectures remains an open
question.

Our approach is also related to recent advances in core-state-
less admission control [26] and scheduling [1], [25] in which
edge routers perform per-flow management but core routers do
not. In particular, a technique termed “Dynamic Packet State”
is introduced in [26] to provide guaranteed service in this sce-
nario: by having ingress routers insert information into packet
headers, deterministic QoS guarantees are provided over a scal-
able network core which does not maintain per-flow state nor
perform per-flow packet scheduling, i.e., the core network is
scalable in both the control plane and data plane. In contrast, our
approach for egress admission control provides astatisticalser-
vice rather than a deterministic one: beyond the obvious tradeoff
of increased utilization for weaker QoS guarantees, this has sev-
eral important implications. Specifically, by focusing on a statis-
tical service we are able to relax several necessary assumptions
of [26]. First, we do not require core nodes to process resource
reservation messages as only egress routers are involved in ad-
mission control. Second, while sophisticated core-stateless ser-
vice disciplines such as CSFQ [25], CEDF [1], or Jitter-VC [26]
can improve the system’s performance, we do not require them:
backbone routers can employ simple class-based fair queueing.
Third, route pinning, a key ingredient for guaranteed service, is
not fundamentally required in our approach as service variations
due to route fluctuations could be incorporated into the egress
router’s service envelope. Finally, as our service is a class-based
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one, egress routers perform admission control for traffic aggre-
gates, and do not need to store or monitor per-flow traffic con-
ditions.

Finally, several schemes have recently been developed in
which end hosts probe the network, assess the performance
properties of the probes, and admit or reject the flow accord-
ingly [3], [7], [13]. Such schemes have the advantage that
no network control is required and all QoS functionality is
performed by hosts. However, since Egress Admission Control
performs control at edge routers rather than hosts, passive
monitoring of aggregated traffic significantly reduces flow
setup times from several seconds of probing to the round trip
time incurred by the setup message. Similarly, by monitoring
aggregate traffic, a higher confidence level of future perfor-
mance is achieved due to collection of many samples at a router
versus far fewer samples at the host.

VII. CONCLUSIONS

This work addresses how to support the demanding
quality-of-service requirements of real-time multimedia flows
in a scalable way, without sacrificing utilization or weakening
the service model. We developed an approach termedEgress
Admission Controlin which all admission control decisions are
made at egress routers alone, without any signaling or coordina-
tion of state among other egress nodes or backbone nodes. Our
key technique is to develop a framework for admission control
under a generic “black-box” model, controlling the system
via inferences on the system’s arrival and service envelopes.
We conclude that egress admission control offers a scalable
alternative to traditional quality-of-service provisioning as it
can effectively control the network’s admissible region without
fine grained flow-by-flow and node-by-node management.

APPENDIX

BACKGROUND ON EXTREME VALUE THEORY

To describe the formulation of the egress admission control
algorithm, we provide background on extreme value theory as
follows. Consider a sequence of independent and
identically distributed random variables with distribution .
The maximum of has distribution

Extreme value theory addresses the asymptotic distribution
of : analogous to how the central limit theorem
describes the distribution of sums of random variables without
requiring knowledge of their exact underlying distributions, ex-
treme value theory describes the distribution of theextremes
of sequences of random variables for a general class of under-
lying distributions. In particular, for a large class of distributions

, including Gaussian, exponential, log-normal, Gamma,
Gumbel, and Raleigh distributions,

where is a Gumbel distribution with
mean , and variance . Moreover,

even if aredependent, for most correlation struc-
tures and the same class of distributions above, the asymptotic
distribution of is still Gumbel [8].
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