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WCFQ: an Opportunistic Wireless Scheduler with
Statistical Fairness Bounds

Yonghe Liu, Stefan Gruhl, and Edward W. Knightly

Abstract—In this paper, we present Wireless Credit-based Fair Thus, in this case of a continuous channel model, the selec-
Queueing (WCFQ), a new scheduler for wireless packet networks tion of which user to transmit at a particular instance has im-
with provable statistical short- and long-term faimess guaran- 4 tant implications on both overall system performance (e.g.,
tees. WCFQ exploits the fact that users contending for the wire- . .
less medium will have different “costs” of transmission depend- total thrqughput) as vyell as user fa|rne.ss properties. Hence, the
ing on their current channel condition. For example, in systems Scheduling and medium access algorithms that select the next
with variable coding, a user with a high-quality channel can ex- user to transmit must be designed to incorporate these effects.
ploit its low-cost channel and transmit at a higher data rate. Sim- In continuous-channel systems, an alternate view of fairness

ilarly, a user in a CDMA system with a high quality channel can . . . . .
use a lower transmission power. Thus, WCFQ provides a mech- is more suitable. In particular, the system should provide fair

anism to exploit inherent variations in channel conditions and se- temporalaccess to the medium rather than fair throughput,
lect low cost users in order to increase the system’s overall perfor- i.€., ensure that each user is able to access the medium for a
mance (e.g., total throughput). However, opportunistic selection (weighted) fair share of time. In the simplified binary channel
S\f/éh:Qbe‘;L”uss‘if ;ngf; dti)teabbiltarlggggnwgg dfag'mgﬁ;g??é‘)‘iﬂﬁﬂggghln model, the distinction between temporal and throughput fair-

to address these conflicting objectives. T%is provides system Op_nes§ is inconsequential: users can access the_ channel when they
erators with the flexibility to achieve a range of performance be- are in an error-free state, and cannot otherwise. However, en-
haviors between perfect fairness of temporal access independentsuring temporal rather than throughput fairness has two advan-
of channel conditions, and purely opportunistic scheduling of the tages in continuous channel systems: first, it allows the system
st s it codcrton o oss To BT e 5 to el e oo chamel cndions afg-oughput sers
alytical model that provides a statistical fair%e'ss bound ir?terms V_V'thOUt penalty. Segond, it provides true “pe_rformance isola-
of the cost function and the statistical properties of the channel. tion” so that a user with a poor channel condition cannot reduce
An extensive set of simulations indicate that the scheme is able the throughput of other users to arbitrarily low levels while the
to achieve significant throughput gains while balancing temporal poor-channel user catches up.

faimess constraints. In this paper, we design and analyze Wireless Credit-based
Index Terms—Scheduling, weighted fair queuing, probabilistic Fair Queueing (WCFQ), a scheduler with provable statistical

fairess guarantee, wireless networks temporal fairness properties over both short- and long-term
horizons. Our key technique is to exploit temporal variations
I. INTRODUCTION in the “cost” of scheduling different users to opportunistically

Achieving fair bandwidth allocation is an important goal fof€lect users with greater throughput potential, while also ensur-
future wireless networks and has been a topic of intense rectigt that the system’s temporal fairness constraints are satisfied.
research [1], [2], [3], [4], [5], [6], [7], [8]. In particular, in error-  In particular, we use the credit abstraction to balance a user’s
prone wireless links with a binary channel model (0 or 100%0st of accessing a channel with the elapsed time since its prior
link error, as considered in [1], [3], [4], [5], [6] for example),transmission. As in previous credit-based scheduling schemes
it is impractical to guarantee identichroughputso each user [9], users attain credits as they wait to be scheduled. However,
over short time scales, yet, over longer time scales, as chanigéher than select the user with the largest number of credits,
conditions vary lagging flows can “catch up” to re-normalizéhe credit counts are compared with twstof selecting a par-
each flow’s cumulative service (see [5] for example). ticular user. The cost function reflects the channel quality and

Under a more realistic “continuous” channel model, any ustte fact that a user with a high quality channel can transmit at
can transmit at any time, yet users will attain different perfog higher throughput or lower resource consumption. Hence, se-
mance levels (e.g., throughput) and require different system lecting users while they are in low-cost states allows the system
sources depending on their current channel condition, phyti-increase its total efficiency in terms of throughput or total
cal proximity to a base station, etc. In general, users can p@wver consumption. However, to (statistically) ensure fairness,
viewed as having different “costs” to transmit at each particulgisers will eventually be scheduled by either obtaining a high
instance. For example, in a system with variable coding, usérgality/low cost channel via fluctuations in channel conditions,
with high quality or low-cost channels would be able to transm@r instead by obtaining sufficient credits to overcome persis-
at higher data rates. In CDMA systems, low-cost users could iently high channel costs.
duce their transmission power for a particular throughput level. By considering a general cost function, we provide system

, _ , _ designers with a flexible way to trade off the extent to which
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deterministically weighted fair schedule can be achieved indeechanism employed by a system depends on the communica-
pendent of transmission and power costs. At the other endtioin standard. For example, in HDR [12] and UMTS-HS-DPA
the spectrum, the highest throughput or lowest cost user can[&B], the underlying physical channel uses explicit channel no-
ways be selected without fairness consideration. In betwedfication so that the scheduler has the best possible knowledge
WCFQ balances this tradeoff with controlled and predictab&bout the channel conditions. In UMTS-DCH [14], there is
fairness properties. a logical control channel assigned with every user that allows
To quantify the fairness of the system, we define a probabilis-coarse estimation of the channel condition. The packet ex-
tic and time-share fairness index, as opposed to the traditiotexisions (E)GPRS [11] to GSM-TDMA systems offer various
deterministic and throughput-share fairness index of [10]. W®ding schemes to support data transmission over a wide range
then derive an expression for WCFQ's fairness index as a furaf-channel conditions. These are typically switched on a slower
tion of a statistical characterization of the channel and the sysnescale, e.g., based on experienced frame error rates. Re-
tem’s cost function. In this way, we address the random natiwgardless, the recently selected coding scheme that determines
of the wireless channel, allow the scheduler to exploit varyhe ‘throughput per RLC-block’ can serve as a coarse indica-
ing channel conditions, and simultaneously ensure that fairnéss of the channel condition for the scheduler. In general, the
guaranteestatisticallyhold for long- and short-term periods. faster and more precisely the channel quality can be predicted,
Finally, we perform an extensive set of simulations to evathe better the scheduler can incorporate this information into its
uate the performance of WCFQ. To incorporate both mobilityecision as to which user to schedule next.
and fast fading, we consider a channel model with both slow-To obtain a scheduling algorithm applicable to the above
and fast-time-scale variations in channel quality (and henckass of standards and systems, we generalize the channel con-
cost). We present a set of scheduling “visualizations” that itlition into a cost function based on the underlying physical-
lustrate WCFQ’s temporal operation via depictions of channkelyer information. The transmission cost reflects the system ef-
quality, accumulated credits, and selected packets as a funcfioiency due to selecting a particular flow. For example, a user
of time. Moreover, we show that by using different cost fundhat currently has a poor quality channel will have a high cost
tions, significant gains in throughput can be achieved while $6 reflect that scheduling that user immediately would require
multaneously ensuring different levels of temporal fairness. increased transmission power or strong forward error protec-
The remainder of this paper is organized as follows. In Seten that results in lower system utilization. The cost function
tion Il, we describe the channel model and present a stochasdi@ non-negative and non-decreasing function of the channel
fairness index. In Section lll, we present the WCFQ servigiality indication. In particular, we denot& (p) as the cost of
discipline, analyze its fairness properties, and explore the raieheduling useras thep!” packet transmission, so that the cost
of the cost function as it relates to the fairness guarantees. Néxiglynamically updated to reflect changing channel conditions.
we present the simulation experiments and temporal visualiza-our simulation experiments of Section IV, we consider chan-
tions in Section IV. Finally, we review related work in Sectiomel conditions that range from 0 to 1, where 0 is the lowest cost
V and conclude in Section VI. or best channel condition.

Il. SYSTEM MODEL AND STOCHASTIC FAIRNESS B. Stochastic Fairness Measure

In this paper, we consider centralized scheduling for a sharedOur goal is to design a scheduler that can balance the conflict-
wireless channel that is accessed by multiple users in a timeigdg objectives of achieving high overall system performance
vision multiple access manner, i.e., at each time, only one usexd providing weighted fair temporal access to the channel.
can transmit over the channel. Furthermore, there is a centrre, we provide a formal definition of statistical fairness to
scheduler controlling access to the channel. Downlink schedgltantify this constraint.
ing is realized by the base station, whereas uplink schedulingThe proportional fairness index applied in wire-line networks
uses an additional mechanism such as polling to collect tragtaracterizes the service discrepancy between two flawd j
mission requests from mobile nodes and perform centralizeder any intervalty, t2) during which the two flows are contin-
uplink scheduling. We assume the downlink and uplink transeusly backlogged. Normally, a wire-line scheduler guarantees
mission are separated and do not interfere with each other. Exe proportional fairness index to have a hard upper bound, i.e.,
ample systems that satisfy this requirement are TDMA schemes
like GPRS [11] or CDMA schemes that operate in two distinc- |Wi(t17t2) W ! t2)| < constanti, j) (1)
tive frequency bands. i ; - ’

whereW;(t1, t2) denotes the service in bits that flaweceives

A. Channel Model during (t1,2), ¢; denotes the assigned weight for flepand

Changing channel conditions are related to three basic plige constant may be a function of the flow indexesd;.
nomena: fast fading on the order of msec, shadow fading on thélTo design a fair scheduler for wireless networks, we consider
order of tens to hundreds of msec, and finally, long-time-scailgo modifications to this index. First, we requirestatistical
variations due to user mobility. As our algorithm will exploitfairness index as it provides the scheduler with the flexibility to
the users’ channel conditions in making the scheduling deeixploit short term channel variations and select users with better
sion, we consider systems with mechanisms to make predictéthnnel conditions. Moreover, it better reflects the randomness
channel conditions available to the base station. The particuilianerent in the wireless system’s channel conditions.
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Second, we consider fairness of flows’ channel access timeghe number of backlogged flows, relative weights, etc., the
rather than throughputs. The key motivation for this is that iI@BFQ scheduling decision is simply to select the packet from
wireless networks, users can transmit at different rates depetitk head of the queue with the smallest value of a specially de-
ing on their channel quality. Thus, to normalize throughputsgned function of the credits, weights, etc.
would require allowing the user with the worst channel quality While WCFQ shares the computational advantages of
to have a disproportionately large share of channel access tii8FQ, our primary use of a credit based scheme is to incor-
thereby degrading overall system throughput. Thus, tempoparate both the channel condition and fairness into the schedul-
fairness attains the “isolation” property in which a user enteing decision. In particular, we define Wireless Credit-based Fair
ing a region with a persistently poor channel condition hasQueuing as follows. Consideé¥ users accessing a shared chan-
controlled and predictable effect on other users’ throughputgl with user; have weightp; such that the weight represents
whereas to obtain throughput fairness, the bad-channel usseri’s targeted temporal share of the channel. Furthermore,
could reduce the throughput of other users to an unpredictaldep denote the index of the!” packet transmitted over the
level. channel. For ease of notation, we assume WCFQ's scheduling

Hence, to make the distinction between temporal amfkcision occurs at the end of a packet transmission epoch such
throughput fairness, we definrg(tq,t>) as the service itime thatp can also be considered to be a time index for all dynamic
that flow: receives durindt;, t2). Moreover, to relax the for- parameters including channel conditions.
mer fairness guarantee to be a statistical one, we define a statis-
tical time-access fairness index as:

Pr <ai(t17t2) _ Oéj(tl'» t2)

TABLE |
SUMMARY OF NOTATION

> x) <flgo) @

@i ?; Term || Definition

. . o D index of the packet in service
This index reflects our WCFQ design objective: if a user enters i session index
a region of poor channel quality, we statistically maintain its &; weight of flowi
temporal share of the channel, but do not attempt to normalize f flow that packep belongs to
all flows’ cumulative throughputs. Instead, we will show that L,(pp) HOL packet length for flow atp
with WCFQ, by opportunistically selecting users that are now KZ, (p) || credit counter of flow atp
transmitting on higher-rate channels, the system can attain sig- Bl(p) the set of backlogged flows at
nificantly higher throughput while maintaining statistical tem- Ui(p) || estimated cost for uséto
poral fairness and performance isolation. transmit thep' packet

E;(p) || channel condition for useratp

Ill. STOCHASTICWIRELESSSCHEDULING

In this section, we first present a new wireless schedul-
ing discipline termed Wireless Credit-based Fair Queuir;g
(WCFQ). We then derive an expression for WCFQ’s statistl-*

cal fairness characteristics that allow WCFQ systems to provi

h i o R .

statistically-fair channel access guarantees. Finally, we epr(S & P pacl_<ets transr_ms_smn ends. This time is a fgnchon of

the role of the cost function in enabling network operators { € underlying transmission scheme such as the coding scheme,
modulation scheme, and spreading factor in a CDMA network.

trade stricter fairness for higher throughput while still main-,

taining quantifiable fairness characteristics. nFmaIIy, den_oteB(p ) as th? set of backlogged f lows aﬁ’d(_p )
as the credit value for flowat timep. Notation is summarized
in Table I.

Let f,, denote the flow that transmits tp&" packet, and let
(p) denote the actual packet transmission time of the head
Eline (HOL) packet of flow: over the wireless channel when

A. Wireless Credit-based Fair Queuing - WCFQ

Our goal in designing a wireless service discipline is to [; Bl ] Quetie System

provide the rigorous fairness guarantees typically associated SR B

with wire-line networks, while simultaneously employing op- E E:E

portunistic scheduling strategies to increase the total system flon1

throughput by selecting users with high-quality channels when K KpeT)

possible. To achieve this, we incorporate users’ channel condi- it D e

tions into the scheduling decision while also balancing fairness g} ,

constraints via the abstraction akdits @
In wire-line networks, Credit Based Fair Queueing (CBFQ) 85 A

was introduced to achieve the same proportional throughput

fairness as WFQ in a more computationally efficient way [9].

The technique is to utilize a single status valueftmw, termed Fig. 1. Conceptual Operation of WCFQ

a credit, and thereby avoid the pemckettags of WFQ and

its variants [15], [5], [16]. In CBFQ, flows accumulate credits We now define the WCFQ scheduling algorithm by describ-

when they are not scheduled whereas credits are decremeimgdhow credits are initially set, how they are used to make a

when the flow is scheduled. By assigning credits accordisgheduling decision, how they are increased when a flow is not

ransmit

Channél
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scheduled, and how a credit is decreased when a flow is schiedtantly lose all of its credits when scheduled. If on the other
uled. Figure 1 illustrates the conceptual operation of WCF@and a session is scheduled before its credits reach the value of
and the algorithm is described as follows. the HOL packet, we reset its credit to zero. Both cases are com-
When flowi enters the system or becomes unbackloggéduined in themaxfunction (d). Finally, all non-scheduled flows
K; is set to zero. Once the server finishes transmitting paclketrease their credit counts in a weighted fair manner. If the se-
p, WCFQ will select flowf,;, from the backlogged set to de-lected flow’s credit is larger than its current HOL packet length,
cide the(p + 1)** packet to be served. The key difference bewe set this increase to be zero. Otherwise we proceed as in
tween WCFQ and CBFQ is this session selection criteria, @BFQ and add the relative share to the credit, again combined
with WCFQ we also incorporate the transmission cost in ordetith previous rule using anaxfunction (b).
to balance a flow’s cumulated credits with the current channelWe make two observations about WCFQ. First, as it is in-
condition, thereby balancing system fairness and total throudterited from CBFQ, it does not require per packet tags. Its op-
put. In particular, if the current transmission cost of a user @&ations consist of a flow selection and an update step. For a
high, the scheduler may postpone its packet transmission dgstem withn active flows, the former operation consists of
spite its cumulated credits. However, this access delay is litihe computation ol/(p) + K (p) per-flow operations at cost
ited as the user will eventually obtain sufficient credits (due t@(n) and the selection of the flow with the lowest value at cost
a lack of being scheduled) to outweigh a poor channel condilog(n)). The update requires one addition and one division
tion. This characteristic is reflected in the following basis faper flow again at cosD(n). Thus, WCFQ is computationally
scheduling decisions, where we apply the cost function in a stigasible in many wireless systems that have a moderate number
with the credits. That is, the packet selection criteria is to seleaftflows per base station.
the HOL packet from the flow that satisfies: Second, note that the design of the decision function (a) that
combines credits and channel functions requires that the unit
Li(p)— K v of transmission cost match the unit of packet length. Selection
b4 of the transmission cost function balances fairness vs. the total
system throughput as discussed further in Section IlI-C.

Following this scheduling decision, all active sessions update _ )
their credits as described via pseudo-code in Table II. B. Fairness Analysis
With WCFQ, we target to fairly allocate the shared channel’s
TABLE I time slots to sessions according to their weight. To characterize
PSEUDO-CODE FORCREDIT UPDATE the statistical fairness property of WCFQ, we derive a statistical
bound on the weighted difference in allocated time slots for any
flowsi andj that are continuously backlogged(ifi, t2):

Jp+1 = argmingc(y)

for(i=1;i<N;i++)

if(i€ Blp+1)&& i # fp41)
Ki;(p+1)
= Kz(p) + max( pr+1(p)f*ifp+1(p) 7 0)@
elseif ¢ ¢ B(p + 1)) ’
K;(p+1)=0
end
end

if (fp+1 € B(p+1))

Kfp+1 (p + 1) = InaX(O, Kfp+1 (p) - pr+1 (p))
else

Kfp+1(p + 1) =0
end

‘ai(t17t2) _ aj(t1>t2)|
i b;

The key idea to derive this statistical fairness property is to char-
acterize the fairness bound as a function of the transmission
cost. Since the transmission cost is a function of the randomly
varying channel conditions, the channel conditions, transmis-
sion costs, and hence fairness are all characterized statistically.
Before analyzing the fairness of WCFQ, we describe the dif-
ference between the credit counter in WCFQ and CBFQ, asitis
crucial to understand the statistical fairness property of WCFQ.
CBFQ always limits a flow’s credit to be between zero and its
maximum packet length. This allows CBFQ to provide a hard
bound on the weighted fairness index. However, WCFQ allows
a flow to accumulate credits without any hard limit. For exam-
ple, WCFQ allows the credit counter to become much larger
due to a user having poor channel conditions for several con-

This procedure is reasoned as follows. As in previous WH@uous scheduling intervals. This distinction provides the flex-
algorithms, un-backlogged flows are idle in the system and théility to dynamically adjust scheduling decisions to channel
credits are always set to zero (c, €). This is reasonable as fawnditions.
ness is only meaningful for backlogged flows. The currently The analysis is organized as follows. We first show the credit
scheduled flow decreases its credit count, but unlike CBFQ reatunter for a flow is upper and lower boundedLiemma 1
automatically to0. If the flows’s credit ({;, , (p)) is larger where the upper bound is related to the transmission cost func-
than its current HOL packet lengttL ., (p)), it is only de- tion. Then inLemma 2 the received service of a flow during
creased by the length of the selected packet (d). This alloimserval(t;,t2) is expressed as a function of the credit values at
backlogged flows to cumulate credits over a longer period spandts. We then statistically bound the proportional service
that a flow with persistently poor channel conditions does ndiscrepancy of any two flows ifheorem 1
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Lemma 1:For any two flows andj, 3p’ < p, such that their |
accumulated credit&’;(p + 1) and K;(p + 1) are bounded by ~ UsingProposition1, we can provéemma las follows.
Proof: Notice that for flow:, ap’ is selected when either
0< Ki(p+1) < L™ +Us(p) (3)  of the following two conditions is satisfied
0 < K;(p+1) < L™ + U;(¢) @ . Ky, ()~ Ly, (0) <0,0r
« flow ¢ is not backlogged.

whereLj™* = maz(L;). _ _ The first case is common to every flow. Thus, if this is the
To proveLemma ] we first show that the inequality holdSg; ation for both flowi and j, Lemma 1holds. If the second

for an individual flow, and then prove that the inequality is SYNsituation is satisfied first for a flow e.g, when packep” <

O topasition 1 For any flowi , 33/ < p, such that ts accu- 7 S TaNSMIting, we must hav(p + 1) < Ki(p") = 0
L ! = according tdProposition 1and hencd; (p+1) = 0. Therefore,
mulated credit counk;(p + 1) is bounded by for any packep’ < p, we havek;(p+1) = 0 < L7+ U, (p/).
0< Ki(p+1) < L™ 4 Uy(p) (5) Considering both caselsemma lholds. . _ .l
Proof: Credits are either increased according to operationNotice that;(p) does not change while packets being
(b) in the scheduler specification of Table II, or decreased to HgnSmitted. Defines;(¢) = K (p) if packetp is being trans-
lower than0 according to operation (d). Thus< K;(p + 1). Mitted attimer.
For the right part of the inequality, the proof is separated into -€MMa 2:Assume packetdl, ---,p, .-, N), N > 1 start
two cases according to whether or not floig scheduled after ransmitting during time periofty, ¢2). For any flowi continu-
packetp’s transmission. In each case, there are two sub-cagé@_ly backlogged during,, t2), its received service;(t1, 1)
regarding how the credit is updated. during(#,, #2) can be expressed as:

Case l:i # fp11 N-1 I K
If Ky, (p) — Ly, (p) <0, then from (a) we have K;(t1) + Z max (W, O> Pi
p=0 P
pr+1(p) _Kfp+l(p)+Ufp+l(p) < Ll(p) 7Ki(p)+Ui(p) = ai(tlat2>+Ki(t2)
oy - ®i Proof: If no packet of flowi is served duringt,,ts),
Ly . (p)—Ky,,,(p)+Uy,, () a;(t1,t2) = 0. According to line (b) of the WCFQ scheduling
Ki(p) + — - ——¢i < Li+Ui(p)  algorithm, equality holds. If some packgt+ 1) € 1,--- , N

¢ . :
Tra of flow i is served duringt,, ¢, ), there are two cases:

Considering the credit update rule (b), we have Case l:if Ky (p) — Ly, (p) < 0,! then, according to step (b) of
WCFQ, Ky, (p+ 1) = 0. On the other hand,

Kp+1) < L)+ Uio) - 220,
< el Ky )+ max(Z B )
The last step holds because we have limited our transmission Ly —pKf (t)
cost to be non-negative, i.ély,, (p) > 0. = K+ #Qﬁfp
If Ky, (p) — Ly,,, (p) > 0, then from step (b)i;(p + 1) = - L 4+ K (p+1) @

K;(p). For K;(p), the proof is the same as fdt;(p + 1). _ .
This backward process can be done recursively until a packese Il:if K (p) — Ly, (p) > 0, then according to step (b) of

» when the scheduling algorithniy, (p + 1) = Ky, (p) — Ly, (p)- On
« flow i is not scheduled andl’; ,  (p') — Ly, (p') <0, theotherhand,
or
« flow ¢ is not backlogged whek;(p’) = 0, or Ly, — Ky, (p)
. flow i is scheduled which is dealt Base Il Ky, () + max(==7=2, 009y,

Casell:i = f,.1, = Ky, (p)+0

If Ky . (p)— Ly, (p) <0, Ky, (p+1) = 0from step (c), B
and Lemma 1 holds. = Lj +Kp(p+1) (8)

If Ky ., (p) —Ly,.,(p) >0, then from step (d) we have Thus, from Equations (7) and (8)emma zholds. |
Theorem 1:For any two flowsi and j continuously back-
Ky, (p+1) =Ky, ,(p) — Ly, (p) < Ky, (). (6) logged over any intervak,, t5), we have the following fairness

T / /
Analogous tcCase | K;(p) can be bounded recursively until aguaranteeﬂ Pi; Pj» St

packe@/ when P o (tla t2) a;j (tb t2) - L;nax 4z L;nax T
o flow i is scheduled ani’(fp,ﬂ(p’) — pr,+1(p/) <0, 0r || Y - é; | > S + Py
« flow i is not backlogged whef;(p’) = 0, or Uoh) U,
« flow i is not scheduled which is dealt @ase | < Pr (”(;pl) qum > g + ;)
7 J 3 ]

FromCases landll, we haved p’, s.t.

INote that to schedule packet- 1, the decision is being made when packet
0< Ki(p+1) <L +U;(p) pis being transmitted.
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Proof: If no packets start transmitting durin@., t2),
Theorem Jholds. Otherwise, frohemma 2we have

a;(ty,t2)
= Ki(t) +ZmaX<W’O> b; —

Therefore, the service discrepancy is given by

Oéz'(tl,tg) . Oéj(tl,tg)|
bi ?;
Ki(t) — Ki(ta)  Kj(t1) — |
bi bj
Ki(t1) — Ki(t2) I+ ‘Kj(tl) — K;(t2) |
bi b;
max(Ki(tl),Ki(tg)) maX(Kj(t1)7Kj(t2))
Pi ;

Applying Lemma 1we have thatl p;, p’; such that

K;(t2)

|
K;(t2)

< | |+

a;(t,t2) aj(tlat2)|
b bj
o LPRUGD | LU W)
i bj

(9)

when

Lo g LMo 4 x>
< (= + . (10)
( oy oy

Therefore Corollary 1 can be rewritten as follows.

ai(tito) it te), L™ +a LglaXer)
P — >
(12 e
U, U x
< min ( P — 1—-I(T 11
(o (E 1 ) o).

WhereT is denoted by (10) anflis the indication function.
Equation (11) depicts that whét, —t,) increases, the prob-
abilistic bound regulates the behavior of the scheduler more and
more. However, different from a long-term fairness definition
on the infinite horizon, it is defined on any time interval and

thus much “tighter”.

C. Fairness Guarantees through Cost Function Design

Having derived the fairness bound in terms of the cost func-
tion distribution, one of the key problems to address is how net-
work operators should select a proper transmission cost func-
tion. In other words, given the desired statistical fairness re-

Therefore, by relaxing the service discrepancy using Equatiquirements and channel distribution, what transmission cost

(9), we have
Pr <|0éi(t1,t2) _ aj(t17t2)| 2 L;naX—FZ‘ 4 L;nax'f-l‘)
¢i ¢j (bz ¢j

= Pr( bi * oy Z@Jr(bj

If we further assume that the transmission cost is i.i.d.

function should we define?

As described in Section Il, different systems will have dif-
ferent cost functions to translate information from the physical
layer channel conditions. For example, a CDMA system may
use power consumption in the cost function while a time divi-
sion system may use the coding rate. Given the distribution of
the channel characteristics, we now need to specify the map-
ping from the physical information to the transmission cost to
#chieve the desired fairness property. Next, we give an example

each time slot, we have the following corollary. Let the randog¥ how the transmission cost function can be derived: a similar

variableU; denote the transmission cost for flow

Corollary 1: For any two flows and; with cost functionU;
andU; continuously backlogged over any interval, t2), we
have the following fairness guarantee:

Pr <|Oli(t1,t2) _ (t17t2)‘ > Linax—‘r‘if_'_[/;-nax-i‘l')
®i ?; bi o
Uu, U, x x
< Pr| =4+ 2>+
¢j @i ¢7
Proof: Follows d|rectly fromTheorem 1with the i.i.d.
assumption. [

methodology can be performed for different cases.

DenoteE; as a random variable characterizing the channel
condition of useri. In order to find the proper transmission
cost, the operator will first specify the desired level of fairness.
For example, for two sessiongandy, it may require

) . max Lmrex
Pr (|Oél(t1,t2) _Oé](t1,t2)|2 Ll +.TJ+ j +.T)
®i b, bi ?;
<g(x)

to be satisfied for some functigy{-). With Corollary 1, this is

Corollary 1 seems loose wheft, — ;) is small, especially achieved if the transmission cost function satisfies

whenz is large. A simple way to tighten it is as follows. Notice

that

a;(ty,t2) _Oéj(tl,tz) (ai(tlatQ) aj(t17t2)>
b P e G

sinceq;(t1,t2) is nonnegative for any. Therefore,

Pr <|O‘i(2; t2) _ aj(;ljv tQ)‘ >

[mox 4 g
lof oy

P 4 g
+ =0

U, U, T T
P >4 2 12
r(¢l+¢j2¢z+¢j)_g(x) 12)
To simplify, consider the bound
U, U T
Pr —J
Gt S m T
U; x U; x
P s Pr(=L < = 13
> T(@ dn-)* r(d)j S¢j) (13)



WCFQ: AN OPPORTUNISTIC WIRELESS SCHEDULER WITH STATISTICAL FAIRNESS BOUNDS 7

Therefore, ifU; andU; have the same distribution, we can fur- For example, the cost function can be assigned to be zero or

ther simplify the requirement to be infinite according to whether the channel quality is above or be-
low a certain threshold. WCFQ hence degrades into a scheduler
PrUi <) =2 /1 —-g(). (14)  based on the binary model assumption.

Thus, based on the distribution of the channel condition, we carON€ €xtreme is that the transmission cost is set to zero for
find a functionf(-) such that by defining; = f(E;) Inequality any flow. In this case, the scheduler degenerates to CBFQ and
(14) is satisfied. Theorem Jbecomes a hard fairness guarantee. More precisely,
To continue with the example, consider a probabilistic faifo" @y, z > 0, the following equation holds:
ness requirement that decreases rapidly towards 0 for increasin
g pIay g (ai(thtz) a(t1, 1)

. [mex g LP 4y
x as given by: Pr — > = + 2 )
J y ) bi ?; | bi ?;
X X .
9(@) = 2exp(=3) — exp(=T7),z 2 0. (15) < pr <Ui LU l)
bi ¢ T i b
Notice thats is a tunable parameter to tradeoff between fairness T T
and system gain (a tradeoff further explored in Section 1V). As- < pPr <0 = o + <257)

sumek; has a uniform distribution if0, 1]. Then we can set

Ui==Blog(l = By). (16) Therefore, for the special caseof= 0, we have that
The above example illustrates that by defining different trans- o
mission costs, the system can obtain stronger or weaker fairnesgs. < ai(ty,t2) Oéj(tl»t2)| S LM + 1zl > -0
guarantees. Intuitively, with larger possible values given to the bi o O ?;
transmission cost, the channel quality weighs more heavily int

WCFQ's packet selection decision. Consequently, a greaterYgliCh is indeed the traditional “deterministic” fairness index

tal system throughput will be achieved at the expense of a |00§§¢00|ated with ere-llne_schedul_ers. - :
fairness constraint. he alternate extreme is to assign transmission cost functions

Most of the time, an analytical model for the users’ channé‘? generate infinite discrepancy under different F:hannel condi-
condition is not readily available. However, an operator m ns. In such cases, thg channel co§t will dominate any accu-
have field measurements and an approximation to this dis ulated credit, thus making WCFQ simply select the user with

bution. With the desired fairness objective, the operator CHP'P best channel without regard to faimess.

design a map between the channel condition and cost function.

For example, Figure 2 depicts the distribution of the channel IV. SIMULATION EXPERIMENTS

condition (e.g. F) for a typical user and how it can be mapped |n this section, we present an extensive set of simulation ex-

to the desired cost function derived from the fairness requirgeriments to evaluate the performance of WCFQ. We explore

ment. the role of the cost function as a flexible mechanism to trade-

off between the astringency of the fairness guarantee and the
total system throughput. We also consider two extreme cases
of WCFQ cost functions as baselines for comparison. The first

is a cost function that is zero, independent of the channel con-
dition. As described in Section lll, in this case WCFQ degen-

erates to credit based fair queueing (CBFQ). This scenario can
e R— e be considered as achieving perfect fairness of temporal access
\ \«avw by alternating service among flows, independent of their chan-

= 0.

Aniqeqoid

Anqeqoid

nel condition. Second, we consider a scheme in which the cost
function gives a very heavy weight to the transmission cost and
simply selects the flow with the best channel condition, inde-
pendent of the flow’s prior relative share of temporal access.
This scheme, which we refer to &gest channel conditigrig-

Cost Function U nores fairness and maximizes the total system throughput by
always selecting the best possible user. In both cases, we ex-
plore fairness over both short- and long-term horizons.

Fig. 2. Mapping Channel Condition to Cost Function

Furthermore, with certain selections of cost functions,
WCFQ degenerates into several special wireless and wire-lifie System Model
schedulers. These include the scheduling algorithms based simFo explore the role of the channel conditions on system
ply on the binary channel model and the wire-line weighted fainroughput and per-user fairness, we consider the following
scheduler CBFQ. In this sense, WCFQ can be viewed as a gehnannel model in which channel condition values range be-
eralized version of wireless schedulers, which stems from ttseen 0 (good) and 1 (bad). We consider a number of sce-
flexible statistical fairness guarantee. narios. In the first set of experiments, we consider a channel
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model characterized by a random process consisting of a sidecision in each time-slot is based on the flow with the mini-
soid with random phase plus additive noise. That is, the channahm channel cost function (with smaller values indicating low
condition for uset at timet is given by cost or high quality) minus accumulated credit. To illustrate the
relationship between the channel condition and credits, the fig-
Ei(t) = 0.5 + dcos(2m fit + 05) + 2i(t) A7 ure depicts the channel condition inverted as the cost function

whered, 65, - - - are independent and uniformly distributed irfO that the scheduler can be viewed as selecting the packet with
[0, 27] giving the channel conditions statistically independerite maximum of the difference between the two values (accu-
phases. Moreover, we consider the frequency of the sinusoidiglated credits and channel condition).

also be a random process such tligt is a Gaussian moving
average process.

The sinusoidal term represents the long time scale effects of
mobility for different mobility speeds and channel time scales
1/f;. Since this term is withid).5 & d, d represents the range
of the channel effects due to mobility. The additive noig
represents a model of the effects of Rayleigh and Shadow fad-
ing via the conservative assumption of additive white uniform
noise in the rangé—w, w]. For most examples, the range of
this fading effect ist0.2, but it is varied for other experiments.
This simple model allows us to study the influence of the expe-
rienced channel on both short- and long-term fairness.

For other experiments, we consider channel models as fol-
lows. Here, we have two static users, user 1 with a consistently
better channel given by (t) = 0.2 + z;(¢), and user 2 with a
consistently worse channel given by(t) = 0.8 + z1(¢). Two
mobile users move linearly withif9.2,0.8] and have channel
modelscs(t) = 0.2 + kt + z3(t) andeg(t) = 0.8 — kt + z4(t)
with the slopec computed so that the simulation ends when user
3 reaches mean channel condition 0.8 and user 4 reaches mean
channel condition 0.2. The goal of this model is to address sce-
narios with some users having consistently bad channels, others
consistently good, and others moving between locations of dif-
ferent channel conditions. In all cases, the mean channel con-
dition averaged over all users is 0.5, and the mobility variation
parameter igl and the fading variation parametenis

Furthermore, we consider a channel in which all flows expe-
rience a statistically similar frame error ratio (FER) over time.
This is justified, as in our considered wireless systems, channel
adaptation allows for predictable FER, which allows us to sta-
tistically ignore RLC retransmissions. By ignoring retransmis-
sion, our performance analysis relates to the scheduled paclk@ts3. Visualization of Scheduling Process
rather than successfully received packets.

For simplicity, we consider a traffic model with all flows con- Each subgraph shows three bar-graphs, one for each flow.
tinuously backlogged. With the offered load remaining corkach bar consists of two components: the lower solid bar rep-
stant, the achieved fairness is entirely related to the schedwsents the accumulated credits whereas the upper bar the cost
ing process and channel conditions without any variation dé@nction of the channel condition. When the bar is colored grey
to traffic fluctuations. Moreover, the packet size is fixed to orthe flow was not selected by the scheduler during this time slot,
RLC block fitting exactly one time slot. whereas a white bar indicates that this flow was scheduled.

Finally, we consider different cost functions as described in |n addition to the bar presentation, the solid line depicts the
the design example of Section l1I-C. To analyze a range of casitannel condition scaled to match the range of the bars. To aid
functions of channel conditions;, we consider the cost func-with visualization, the effect of;(¢) on the channel condition
tion parameterized by > 0 such that/; = —3log (1 — E;). is not depicted. Figure 3(a) shows the system’s behavior for
Thus, by varyings in simulations, we investigate the tradeoff3 — 1 whereas Figure 3(b) fof = 10, to illustrate the role
between the extreme case of perfect CBFQ fairngss=(0) of a factor of 10 in the cost function on scheduling. The flow

flow 1

flow 1

[ 5 10 15 20 25 30 35 40

(b) WCFQ Scheduling fo = 10

and best-channel-condition scheduling=£ oo). weights are given by, = ¢, and¢s = 2¢; so that flow 3
statistically obtains twice the temporal share of the channel as
B. Visualization of the Scheduling Process flows 1 and 2.

Figure 3 depicts a temporal visualization of the WCFQ Figure 3(a) illustrates that a small¢r (less emphasized
scheduling process. As described in Section I, the scheduliogst function) results in WCFQ scheduling the flows more
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evenly, thereby achieving more stringent fairness over small v ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
time scales. Alternatively, Figure 3(b) illustrates that for larger vaf I

3, flows are not scheduled as periodically so that the overall
experienced access ratios ag/20 rather thand/8/18 for

B = 1. The assigned weights af: 1 : 2 are statistically re- . IIIIIIIIIII!II

oughput

flected in both examples, and the relaxed fairness constraint of
8 = 10 results in a total system throughput gain of approxi-
mately 15%. oo

Total Thr
)
©

C. System Throughput

Here, we explore the effect of WCFQ scheduling on total sys-
tem throughput, where the throughput at transmission epoch I R TR T T
is given byl — E;(p). The channel conditions are an important (a) Normalized Throughput Gains
factor, as more widely varying channel conditions provide the - -

scheduler with increased opportunities to select high through- =l III ]
put users. We consider the aforementioned four flow scenario Ill 1

with various values ofv andd.
First we study system throughput improvements for various E 1ol I
8, the parameter modulating the cost function. Figure 4(a) P I

shows the relative throughput gains whereas Figure 4(b) de-
picts the relative number of access time slots per flow during
a simulation run of 10000 time slots.
The parameter for short term channel variatiomvis= 0.4
and the parameter for mobility i = 0.3. The leftmost bar
represents absolute fairness implemented with CBF&: (0), %2 e e e w002 1w P
achieving the normalized reference system gain of 1. The right- (b) Channel Access
most bar depicts the best-channel-condition scheduling poligy, ,
i.e., always scheduling the flow with the least-cost channe
without consideration of fairness’(= o0). The intermedi-
ate bars show WCFQ scheduling withranging exponentially
with the valueg[0—181, gain using best-channel-condition scheduling increases for the
We make three observations about the figures. First, for th@ger channel variations of 0.4 only marginally from 60% to
baseline case of CBFQ angl = 0, the flows achieve iden- less than 65%. The non-linear shape of the overall gain near
tical temporal shares of the channel (2500 time slots), but go= 2'° through3 = 2! is partly due to the exponential cost
not achieve identical throughput due to their different averag@nction that reaches saturation frghr> 214,
channel conditions. For example, the black box at the bottom
represents the throughput of flawand illustrates that the static

Medium Access Tim:

Efficiency Study for Different Cost Functions:= 0, 2[0-15] o

Figure 5(b) depicts simulations with = 0.4 and decreased
: - : . distance between channels via a reduction in the distance spread
user with the constant best channel condition obtains the h'q(}élued to 0, i.e., all flows have a constant and statistically iden-

est throughput, whe_r_eas its neighboring box is fR?W'th the tical mean channel, 0.075, 0.15, 0.225, and finally 0.3 as used
worst channel condition. Second, the asymmetrical share be

X : . n the previous example. With smallérall channel conditions
tween the two mobile users depicted in the upper part of the ™. : -
: ! remain close to of 0.5 and there is less room for opportunistic
bars stems from the fact that the wireless scheduler is more

L ; . ggﬁeduling. Thus, all values @f obtain similar behavior for
portunistic and for large cost functions allows a longer time ih

the future to compensate. Mobile user 3 with the decreasi%ma”ﬁ’ whereas with larger values o, higher gains can be

channel therefore suffers from a reduced share than the up&agrh'eved'
most user with the increasing conditions. Third, while increas- We remark that under channels with different mean, the gain
ing 5 enables higher total throughput, excessive weighting f a function of the session duration (or in this context, simu-
the channel condition in the packet selection criteria (e.g., Hation duration), as the bad channel user can eventually catch
14, 3 > 5000) has starved flov2. Regardless, between theseip and decrease the gain. This yields the same effect as when
extremes, a wide range @fs (and hence cost functions) yields is small and the fairness bound prevents the good channel
an effective tradeoff between throughput gains and fairness. user from capturing the channel. For sessions of longer du-
Next we study the effects of the channel parameters on syation, the same throughput gain can be achieved if a larger
tem throughput. We first varw, the range of the uncorre- 3, and hence increased unfairness, is allowed. Furthermore,
lated uniform channel variations, between 0.1 and 0.4, while our simulations, flows are always backlogged, a specialized
keepingd = 0.3. One line in Figure 5(a) depicts total sysscenario for ease of studying fairness. If otherwise flows are
tem throughput as in the total bar length in Figure 4(a). It lsursty or on/off, the credit of the flow will be reset to zero once
intuitively clear that larger channel variations provide the opghe flow becomes unbacklogged. This will alleviate the prob-
portunity for larger throughput gains. Note that the maximuhem of credit accumulation to a large extent.
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is measured in comparison with the baseline CBFQ schedule.
] The unfairness valué = max((T'S,.; — T'S),0) represents

the absolute lack of experienced scheduled time §iétgom-
pared to the CBFQ referencgS,.; as monitored within the
sliding monitoring window of 240 time slots. Henck—= 0
represents perfect temporal fairness and higher values (up to a
maximum of 60 time slots) represent increased unfairness over
time.

Observe that from simulation 100 downwards on the y-axis,
corresponding t@ > 100, there is significant initial unfairness
for the two flows 2 and 4 both suffering from poor radio condi-
tions. For large values, it is visible that it takes a longer time
of 500 to 1000 time slots for these flows to gain sufficient cred-
its to obtain fair temporal channel access. This is reflected in

oughput

Total Thr

] 2 4 6 8 10 12 14 16 18

=03 the black slope. After simulation time 600 on the x-axis, user 3
5 ozs | moves towards worse conditions and receives less access, hence
- i the black shades. Note that user 2, which is static and also suf-
ﬂ fers from poor channel conditions no worse than user 3, has

0 cumulated sufficient credits to receive relatively fair service at
] this time, even for large cost functions.

E. Comparison with Theoretical Statistical Fairness Bounds

(b) Different Mobility Conditions In Section Ill, we demonstrated that WCFQ provides a sta-

Fig. 5. Throughput Gain vg3 tistical fairness bound for any time interval. To compare the
theoretical bound with simulation results, we fix the measure-
%0 ment window to 20 packet times and measure the service de-
viations over non-overlapping windows and compare the distri-
bution with the analytical result. Figure 7 depicts a typical re-

Esm sult for a simulation with two flows having equal weights, fixed

200 400 600 800 1000 1200 1400 1600 1800

a0 packet lengths, and uniform and uncorrelated channel condi-
tions generated by using independent uniform distribution in
6 U(0,1) in each time slot.
a0 The dotted line in Figure 7(a) depicts the analytical statisti-
cal fairness bound with respect to the service discrepancy for
o the above cost function with = 2. Notice that since we em-
a0 ploy the service discrepancy as the x-axis, the probability bound
() is 2exp(— 271y — exp(—2%21). The solid line indi-
cates the probability that the service discrepancy is no less than
Fig. 6. Dynamic Fairness overincluding Channel Conditions x. The figure illustrates that the simulation results are well be-
low the analytical bound, indicating that our analytical result
) ) ) indeed bounds the statistical distribution of the service discrep-

D. Dynamics of Fair Scheduling ancy, and that this bound is conservative for this particular case.

In Figure 6, we illustrate the dynamics of WCFQ's fairness. The tightness of the general bound is closely related to the
We consider a fixed monitoring window of 4*60=240 time slotspecific channel model. Intuitively, the mat#ferentthe chan-
and show a subgraph for each flow, depicting fairness in shaaess are, the tighter the bound is. The reason is that the differ-
of gray, and the experienced channel conditions as a black lieace of the channel provides the chance for WCFQ to exploit
The y-axis of each graph depigiswhich ranges exponentially the limits of the fairness bound to achieve higher throughput. In
in 150 steps for 150 simulation= 0, 1010:0-02.0.04.3] from  the above simulation setup, the channel conditions are uniform
perfect temporal fairnesg (= 0) at the top tg5 = 1000 at the i.i.d for each time slot. This means that the unfairness will not
bottom. Simulations with larget are not shown since the fixedbe large, even if a scheduler simply selecting the best channel
window allows a maximum of 60 time slots of unfairness pearser is employed. To better explore the tightness of analytical
flow. This window becomes too small for large cost functionsesult, we change the channel conditions to be more heteroge-
and would require separate experiments with larger monitoringus and long-time-scale which are generated by triangle waves
windows. with random phases. Figure 7(b) compares the simulation and

As described in the legend to the right of the graph, the badkaalytical results for this setup. It clearly shows that the an-
ground color depicts the “unfairness” with shades of gray, sualytical bound becomes much tighter in such a scenario. For
that a darker color indicates higher unfairness. Here, unfairnesparticular channel model, algorithms with tighter bound may

i "
200 400 600 800 1000 1200 1400 1600 1800

200 400 600 800 1000 1200 1400 1600 1800
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“““ Analylcal Bound to develop a continuous channel scheduling scheme that maxi-
—SmusenBoune mizes system throughput subject to fairness constraints. While
[19], like WCFQ, considers semporalshare model of fairness,
the scheme targets mainly agymptotidairness. Although the
authors also have developed a scheduling mechanism to en-
hance short-term fairness (increasing the chances of scheduling
lagging flows while limiting the chances for leading flows), it
does not quantify the service discrepancy. In contrast, our ob-
jective ofprovable probabilistic short-terrfairness.

Another area of research on fair scheduling is rooted in the

0.5

Probablit)

0 5 10 15 20
) Senvice Discrepency ) context of ad hoc networks. For example, in [20] the authors
nlnfprm Generation for Each Time Slot address the fairness issue for ad hoc networks in a distributed
N Analytical Bound environment on the infinite time horizon. However, this kind

—— Simulation Bound

of research mainly targets at fairness under spatial reuse and
randomness of the access protocol opposing to our assumption
of centralized control and randomness due to channel condition.
Finally, a set of papers (e.g., [21][22][20]) in the wire line
networks and their extensions in the wireless domain (e.g., [23])
have proposed using utility based mechanism to achieve fair-
ness. Though utility is quite similar to the concept of the cost
‘ function in this paper, their goal of fairness is also asymptotic
o S el T 20 and thus clgarly diﬁerent frpm ours. _
(b) Triangle Wave with Random Phase Thus, while obtaining fair service in wireless networks is a
long standing goal, our work represents the first design of an op-
Fig. 7. Comparison of Analytical and Simulation Results portunistic continuous-channel-model scheduler with provable
probabilistic short-term fairness propertiesSuch short-term
fgf'rness is essential for both delay sensitive applications that
fe intolerant to short-term service outages, and highly bursty
traffic sources in which the duration of a single burst is below
the time horizon of the long-term fairness guarantee.

be derived by taking into account the special characteristic
the channels. The generality of WCFQ unavoidably costs
tightness.

V. RELATED WORK
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of such schedulers include devising compensation strategie$aioness guarantees for a continuous channel model. By consid-
balance throughputs such that lagging flows can catch up afing a general cost function, WCFQ allows system operators to
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ferent performance and costs attained by different users. Thpigvable statistical fairness properties.
we consider a continuous channel model to exploit this prop-
erty.

Other more recent work has also considered Continuou% V. Bharghavan, S. Lu l:niFfT\lir,?dc;Efpal “Fair scheduling in wireless
channels and multi-rate transmission. For example, an adap- nétworks: Issués -and'approa.lchelsE‘EE Peréonal Communicationpp.
tive receiver-based scheme is presented in [17] to allow users 44-53, Feb. 1999. ) _ _ _ _
fo obtain throughput gains in IEEE 802.11 systems. HoweveR! ¥ Ce0 2o L Schediing ars n oshond s e
scheduling and fairness issues are not addressed, so that [%]eD. Eckhardt and P. Steenkiste, “Effort-limited fair scheduling for wireless
scheme does not attain throughput fairness, and has the samenetworks,” inProceedings of IEEE INFOCOM 'Q0el Aviv, Israel, Mar.
tgmporal _fawngss properties as IEEE 892'11' In [18] an ada;ei] gotzg V. Bharghavan, and R. Srikant, “Fair scheduling in wireless packet
tive algorithm is developed to target different user through-" networks, IEEE/ACM Transactions on Networkingol. 7, no. 4, pp.
put ratios. With identical throughput targets, the scheme 473-489, Aug. 1999. ) , , _ _
can achievaisymptolic throughpuiairmess?, whereas WCFQ 1 1,46.].Siaca. and . Zrang, Pecketian ueuing agonts o uie-
achievesshort-term temporafairness. The objective in [19] is INFOCOM '98 San Francisco, CA, Mar. 1998.
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VI. CONCLUSIONS
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