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Abstract—In this article, we investigate the real-world capa-
bility of the multi-link operation (MLO) framework—one of
the key MAC-layer features included in the IEEE 802.11be
amendment—by using a large dataset containing 5 GHz spectrum
occupancy measurements on multiple channels. Our results show
that when both available links are often busy, as is the case
in ultra-dense and crowded scenarios, MLO attains the highest
throughput gains over single-link operation (SLO) since it is
able to leverage multiple intermittent transmission opportunities.
As for latency, if the two links exhibit statistically the same
level of occupancy, MLO can outperform SLO by one order of
magnitude. In contrast, in asymmetrically occupied links, MLO
can sometimes be detrimental and even increase latency. We study
this somewhat unexpected phenomenon, and find its origins to
be packets suboptimally mapped to either link before carrying
out the backoff, with the latter likely to be interrupted on the
busier link. We cross validate our study with real-time traffic
generated by a cloud gaming application and quantify MLO’s
benefits for latency-sensitive applications.

Index Terms—Wi-Fi 7, IEEE 802.11be, extremely high
throughput (EHT), multi-link operation (MLO), unlicensed spec-
trum, WLAN.

I. INTRODUCTION

Achieving consistent low delay in Wi-Fi networks is a
challenge that has attracted growing interest, motivated by
new applications with stringent latency constraints, such as
gaming, augmented and virtual reality, industrial automation,
and remote healthcare—some requiring response times as low
as 1 ms [2]]. Moreover, Wi-Fi access links have the potential
to be the bottleneck in terms of network delay, accounting
for more than 60% of the Round Trip Time in connections
to domestic servers [3]]. Indeed, operating in license-exempt
bands brings about the need to coexist with other wireless
networks, along with the inherent uncertainty as to how many
transmission opportunities will be available, and when. One
way to mitigate such uncertainty is by employing multiple
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radio interfaces for packet transmission. At the time of writ-
ing, this approach—termed multi-link operation (MLO)—is
one of the main features being proposed and developed for
IEEE 802.11be [4], [5], the new amendment that is foreseen
to be certified as Wi-Fi 7 [6]-[9].

A. Motivation

Through MLO, IEEE 802.11be will target efficient oper-
ations in all the available bands, i.e., 2.4, 5, and 6 GHz,
for load balancing, multi-band aggregation, and simultaneous
downlink/uplink transmission [[10]. In 802.11be, a multi-link
device is defined as one with multiple affiliated access points
(APs) or stations (STAs), and a single MAC service access
point to the above logical link control layer [6]. Multi-link
devices could thus transmit and receive packets at the same
time, separate the control and data planes, or transmit delay-
sensitive traffic through multiple links to ensure its timely
reception [_2], [11]. Lastly, while MLO is fully transparent to
the upper TCP/IP protocols, they will benefit from the faster
and more reliable data communication it enables [4].

As consensus has not yet been reached on the specific
implementation details of MLO, recent works have compared
the performance of different variants [12], [13]], studied the
feasibility of simultaneous transmission and reception [14],
and undertaken the optimization of traffic and resource allo-
cation in MLO [15]-[17]. Besides throughput augmentation,
latency reduction has been identified as one of the main
endeavors of MLO, with its delay performance being the
object of several recent studies [16]—[21]]. These works—and
others—have shown that, in many cases, MLO is capable of
enabling new applications whose requirements cannot reliably
be supported by conventional single-link operation (SLO).

Notwithstanding the insights provided by these works, the
literature currently lacks experimental evidence on what per-
formance gains MLO can attain over SLO, in what practical
scenarios, and under which channel access methods. This gap
prompts us to study, for the first time, the performance of
MLO by using spectrum occupancy measurements and real
application traces.

B. Contribution and Summary of Results

In this paper, we utilize our over-the-air measurements of
spectrum occupancy for the entire 5 GHz band [22], [23ﬂ and

'Freely available in the open source WACA dataset: https:/github.com/
sergiobarra/WACA_WiFiAnalyzer.
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investigate the throughput and latency performance of MLO
when operating on two links. Atop these traces, which include
scenarios with high AP density and crowded environments and
span multiple hours, we develop an emulation tool that fuses a
Wi-Fi MLO state machine with the high-resolution spectrum
measurements. We feed our MLO state machine with Poisson
traffic first, and then validate selected experiments with real-
time traffic generated by a cloud gaming application. Besides
legacy Wi-Fi SLO, we study two MLO channel access modes
defined as follows: (i) MLO with Simultaneous Transmit and
Receive (MLO-STR), in which both interfaces are available
and work independently, and (ii) MLO with Non-Simultaneous
Transmit and Receive (MLO-NSTR), where both interfaces are
available but access to the secondary link is conditioned on
the primary also being unoccupied. While our results confirm
the potential latency gains of MLO seen in previous works,
the use of real spectrum measurements as well as real traffic
traces offers new and otherwise inaccessible insights on MLO.

Our main findings can be summarized as follows:

e We show that an MLO AP with two radio interfaces
achieves throughput higher than the maximum SLO
throughput in 53% and 28.5% of the cases by using
MLO-STR and MLO-NSTR, respectively. When both
links are almost always busy, which may correspond to
ultra-dense and crowded scenarios, MLO-STR achieves
the highest throughput gains as it is able to leverage
the intermittent transmission opportunities over multiple
links.

o We find that when primary and secondary links have sta-
tistically symmetrical occupancy, MLO-STR yields order-
of-magnitude 95th percentile latency benefits over SLO,
even in the challenging regime of increasing occupancies
and traffic. This is because MLO-STR can utilize either
available link, and reduce packet waiting time even when
it cannot simultaneously utilize both links.

o In contrast, we surprisingly discover that when using
two links with asymmetrical occupancy, MLO-STR can
sometimes underperform SLO by up to 112% in terms
of 95th percentile latency. This is owed to packets being
suboptimally assigned to an interface before carrying out
the backoff, with the latter likely to be interrupted on the
busier link. This phenomenon is exacerbated when the
asymmetry in channel occupancy increases.

« To overcome the aforementioned phenomenon, we define
a third MLO channel access approach, denoted MLO-
STR+, that employs parallel backoff instances for each
interface and allocates packets to the interface whose
backoff expires first. While MLO-STR+ is a minor vari-
ation on MLO-STR, we study it to better understand the
design space and ultimate capabilities of MLO.

o We further validate our results by using, in addition to
real-world channel occupancy measurements, real-time
traffic generated by a cloud gaming application. This final
set of experiments confirm our previous findings, and
further demonstrate MLO’s capabilities to enable latency-
sensitive applications whose traffic load cannot otherwise
be delivered in a timely manner through SLO.

o Using channel bonding, we show that splitting the chan-
nel bandwidth (80 MHz) between two independent MLO
links (2x40 MHz) leads to lower delays than using the
entire bandwidth for a single link. Further, we show that
by using wider links, we have another degree of freedom
in the primary channel used, and correct selection can
lead to an 89.5% delay reduction for MLO-STR+.

The rest of the document is organized as follows. Sec-
tion [lI| details the experimental setup, including the dataset
and methodologies used. Section [II] studies the achievable
MLO throughput based on the links occupancy. Section
analyses the MLO delay in symmetrically and asymmetrically
occupied links. Section [V] introduces MLO-STR+ as a way
to improve the observed drawbacks of MLO-STR operation.
In Section real traffic traces are used to validate previous
results obtained using Poisson traffic. Section studies the
use of channel bonding coupled with MLO. Section [VIII
includes the related work, and finally, Section concludes
the paper.

II. MLO PROTOCOL AND EXPERIMENTAL SETUP

We consider a scenario consisting of multiple Basic Service
Sets (BSS) and STAs accessing multiple channels in the 5 GHz
band. We use a dataset containing real spectrum information
from a crowded stadium. Since the dataset contains the ag-
gregate signal strength received at the endpoint, we cannot
identify individual devices and we focus on a single AP and
STA pair equipped with two MLO-capable interfaces each,
denoted the MLO-BSS. We do not add extra model/simulation-
driven sources of contention so as to make all our findings only
dependent on the real traces.

The MLO interfaces operate in the 5 GHz band on 20 MHz-
wide channels, respectively on channel 36 (low 5 GHz) and
channel 100 (high 5 GHz), which we denote as primary
and secondary, respectively. On both channels, the MLO-
BSS observes the environment activity, i.e., the transmissions
generated by the Orthogonal Basic Service Sets (OBSS). The
MLO-BSS and OBSS under consideration are illustrated in
Figure[T]in blue and red, respectively. The environment activity
from the OBSS is characterized by the WACA dataset (Section
[[I-B). For the MLO-BSS, we only consider downlink traffic,
i.e., from the AP to the STA. We initially assume packet
arrivals to follow a Poisson process, and transmitted packets
to have a constant size of L = 12000 bits. In Section we
consider real-time data traffic instead. Since we do not have
client-AP SNR traces, any MCS variation would need to be
purely model driven. We therefore employ a fixed MCS (256-
QAM, 5/6) in all links.

Next, we detail the channel access schemes considered,
the measurement-based channel occupancy model, and the
performance evaluation methodology.

A. Multi-link Channel Access Policies
We study three channel access policies for the MLO-BSS,
namely:

o Conventional single-link operation (SLO), where only the
primary interface is available.
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Fig. 1: Scenario considered. The WACA dataset is used to
characterize the environment activity (red) observed by the
target BSS (blue) on channels 36 and 100 in the 5 GHz band.

o Multi-link operation with Simultaneous Transmit and
Receive (MLO-STR), where both interfaces are available
and work independently.

e Multi-link operation with Non-Simultaneous Transmit
and Receive (MLO-NSTR), where both interfaces are
available but access to the secondary is subjected to the
state of the primary link.

In particular, the two MLO channel access schemes operate
as follows:

1) MLO with Simultaneous Transmit and Receive (MLO-
STR): The two radio interfaces operate independently and
asynchronously. The first packet waiting for transmission in
the buffer is allocated to the first radio interface that becomes
available. If both radio interfaces are available, the packet is
randomly allocated to either. Once a packet is allocated to an
interface, it starts the channel access procedure by initializing
a backoff instance.

2) MLO with Non-Simultaneous Transmit and Receive
(MLO-NSTR): One radio interface always acts as primary, and
the other always as secondary. When there are packets waiting
for transmission, the primary interface undergoes contention
to access the channel. Once the backoff counter reaches zero,
packets are sent through the two interfaces if the secondary
one has been idle for at least a PIFS interval before the backoff
expiration. Otherwise, only a single packet is transmitted
through the primary link.

Figure E] exemplifies SLO, MLO-STR, and MLO-NSTR
operation. SLO follows default Wi-Fi access, where packets
are sequentially transmitted over a single link, with packet 1
being the first to be transmitted in the timeline before starting
backoff for packet 2, and so on. In the case of MLO-STR,
arriving packets are allocated to whichever interface becomes
available first. This results in a significant delay reduction
for packets #1, #2, and #4. In the case of MLO-NSTR,
the secondary link’s dependence on the primary sometimes
prevents using the two radio interfaces efficiently. As a result,
and unlike MLO-STR, the delay for packets #1 and #4 cannot
be reduced with respect to SLO.

In order to evaluate the above MLO schemes, we extended

the IEEE 802.11 state machine originally developed in [23]]
by adding functionalities to accurately reproduce the temporal
system dynamics under finite traffic loads (i.e., non-full buffer
conditions). In order to isolate the combined effect of the
access scheme and channel occupancy, we assume a fixed
modulation and coding scheme on both interfaces -a 256-
QAM with coding rate 5/6 and 2 spatial streams- yielding a
transmission time of 0.172 ms (DATA+SIFS+ACK). Since our
FCB-WACA dataset (described next) contains measurements
taken with a periodicity of 10 us, we have rounded the duration
of IEEE 802.11 timings to integer multiples of 10 us, setting
the duration of a backoff empty slot, SIFS, and DIFS to 10 us,
10 ws, and 30 us, respectively. Such small approximation
implies no loss of generality, as discussed in [23]]. The value
of the CW,;, used in all cases is 15.

B. Measurement-based Channel Occupancy Dataset

To investigate the performance of the MLO-BSS in a real-
world setting—i.e., while considering OBSS activity—we em-
ploy the WACA dataset, containing over-the-air measurements
of the 5 GHz band occupancy that we have recently collected
and made publicly available [22f, [23]]. This dataset was
obtained by conducting extensive measurement campaigns on
different days and in multiple locations, including a sold-out
football stadium (F. C. Barcelona’s Camp Nou). In this paper,
we focus only on the football stadium measurements since
they range from completely idle to fully occupied channels.
We will refer to such subset of measurements as the FCB-
WACA dataset.

The FCB-WACA dataset spans 5 hours and contains 2000
samples of the Received Signal Strength Indicator (RSSI) for
each of the 24 20-MHz channels in the 5 GHz band ] Each
sample lasts one second and consists of 1000 consecutive
10 ps measurements containing the aggregate signal strength
of all nodes in the area. In Figure 3] the spectrum occupancy in
the FCB-WACA dataset is displayed as the average number of
busy slots in each one-second sample, with a slot considered
busy if its RSSI is above -83.5 dBm. We note from Figure
that the channel occupancy varies across the measurement
campaign, exhibiting: (i) predominantly empty channels prior
to the football game, (ii) increasing occupancy up until the
game starts and during half-time recess, (iii) lower occupancy
during the first- and second-half, and (iv) a rapidly decreasing
occupancy from the end of the game onwards.

While the temporal evolution of channels 36 and 100
appears similar from Figure [3] at the macroscopic level, the
same does not necessarily hold when observing concurrent
one-second samples from the two channels and comparing
their average occupancy. To quantify the occupancy disparity,
Figure [ shows the distribution of the absolute value of the
difference in occupancy between the two channels. Although
such difference is lower than 10% (resp. 20%) in 75% (resp.
57%) of the samples, there is also a non-negligible number
of cases with high occupancy disparity. The latter prompts us
to evaluate the performance of MLO channel access schemes

2The F. C. Barcelona Camp Nou’s network only supports 20 MHz channels
without channel bonding.
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Fig. 3: Average channel occupancy in the FCB-WACA dataset.
Channels 36 and 100, used in our experiments, are highlighted
horizontally. Time intervals corresponding to the first- and
second-half of the football game are highlighted vertically.

both under symmetric and asymmetric channel occupancy, as
discussed in the remainder of the paper.

In what follows, we employ the FCB-WACA dataset to in-
vestigate how different combinations of primary and secondary
channel occupancies affect the MLO-BSS performance. In
particular, we assume that the MLO-BSS perceives the same
spectrum activity as the one captured in the FCB-WACA
dataset, and it contends for channel access accordingly. To
address the interaction between the simulated node and the
traces, we implement the same “hinder” interaction model as
in [23]. Using the hinder model, once the MLO-BSS starts
a transmission, we assume that the OBSS devices are able
to sense the on-going transmission and defer accordingly,
allowing the MLO-BSS transmission to finish successfully,
thus avoiding collisions. As it is shown in [23]], the hinder
interaction model keeps the same implicit channel access
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Fig. 4: Distribution of the difference in occupancy between
channels 36 and 100.

fairness as in CSMA.

C. Trace-based Simulation Methodology

Figure [3] illustrates how the WACA dataset is used by the
Wi-Fi state machine in each of its interfaces. As previously
stated, we accurately follow the WACA dataset occupancy
measurements to determine the MLO-BSS channel access
dynamics.

In order to study the effect of channel occupancy on
latency, we treat both channels as independent and partition the
available traces in our dataset into different average channel
occupancy regimes: {10%, 20%, ..., 90%}, as illustrated in
Figure [6

We perform 20 experiments for each combination of channel
occupancy and traffic load, with each experiment considering
a pair of one-second spectrum samples. Samples from channel
36 are assigned to the primary MLO link, and channel 100 to
the secondary link.
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Each experiment is carried out as follows: (i) We select the
occupancy regime of interest for the primary and secondary
links, e.g., 10% and 40%, respectively. (ii) We combine
uniformly at random one spectrum sample each for the primary
and secondary links from the dataset. (iii) For each spectrum
sample pair and given a particular traffic load of interest, we
compute the packet arrival times at the AP. (iv) We execute
the Wi-Fi state machine for SLO, MLO-STR, and MLO-
NSTR access policies. The same packet arrival times are
considered in all cases to allow a direct comparison. (v) We
store the individual delay experienced by each packet in each
experiment.

We then combine the per-packet results (i.e., the individual
packet delays) from all runs to obtain the average and the 95th
percentile delay. We guarantee that all results are obtained
under stability conditions (i.e., the AP does not become
backlogged) and thus we discard any experiment where less
than 95% of all the transmitted packets are received.

Primary channel
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Fig. 6: Partitioning the available traces in the dataset into
different average channel occupancy regimes.

III. ORIGINS OF THROUGHPUT GAINS

Owing to the availability of an extra radio interface at the
AP, MLO is guaranteed to increase the BSS throughput with
respect to single-link operation. However, the effectiveness
of MLO in practice, including challenging scenarios such as
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(a) Cumulative distribution function of the throughput achieved
by each of the three channel access modes.
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(b) Throughput for each channel access method in terms of
10%, 50%, and 90%-tile using our trace-based simulator (bars).
Values obtained analytically via an i.i.d model (stars) are also
shown for comparison.

Fig. 7: Throughput statistics for each of the three channel
access methods considered.

crowded and rapidly changing environments, is tied to the
instantaneous occupancy patterns of the links in use. In this
section, we study this aspect by analyzing the effectiveness of
each MLO policy in terms of the throughput gains attainable
over a SLO baseline. Aiming for a general understanding, we
consider all possible combinations for the statistical occupancy
of the two available links, and study how the latter affects the
attainable gains. In this section we consider that the AP is
fully backlogged.

A. Throughput Distribution

MLO-STR operates interfaces independently, thus aggre-
gating the available airtime from different links. MLO-NSTR
however, synchronizes its secondary interface to the primary.
One can thus expect MLO-NSTR to require links with similar
activity patterns to achieve additive capacity. However, activity
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patterns on different links are likely to be completely indepen-
dent due to the number of contenders, their traffic loads, and
random access mechanisms.

Figure [7a] shows the empirical CDF of the throughput
achieved with each channel access mode across all channel
occupancy combinations for our trace-based simulation. The
SLO throughput increases proportionally to the airtime avail-
able, with the lowest value of 0.672 Mbps corresponding to the
highest occupancy of 0.8, and the highest value of 38.1 Mbps
to the lowest occupancy of 0.1. MLO-STR and MLO-NSTR
have a different throughput distribution as a result of using
two links, yet they function similarly. MLO-STR leverages
the secondary link independently from the primary and thus
offers a throughput improvement over SLO across the whole
CDF, showing a remarkable 5x gain in terms of 1%-worst
throughput. MLO-NSTR behaves similarly to SLO in the
lower tail, when it struggles to find simultaneous transmission
opportunities on both links, and similarly to MLO-STR in the
upper tail, when the low occupancy of the primary link allows
frequent simultaneous transmissions.

We next evaluate the impact of time and channel statistical
dependence on throughput achievable by the two MLO poli-
cies. To do so, we compare the throughput values obtained
from the original traces against the those provided by a
simple baseline model, the latter built under the assumption
that the temporal activity of each channel is independent and
identically distributed (i.i.d.), with an average occupancy value
p matched from data.

Under such a baseline model, the mean throughput for the
three access modes can be approximated as follows:

e SLO throughput is given by Thgro = (1 — p1)L/T,
where p; is the occupancy of the primary link, L is the
packet size (12,000 bits) and 1" (0.277 ms) is the packet
transmission time (0.172 ms) plus a single DIFS and an
average backoff duration assuming the link is sensed free
all time (DIFS+% 10 pus+DATA+SIFS+ACK).

e MLO-STR throughput is computed as Thypo_str =
(2= p1—p2)L/T,
where p, is the occupancy of the secondary link.

e« MLO-NSTR throughput is computed as Thy,0-sTR =
(I=p1)(2=p2)L/T,

Figure [7b] shows the throughput achieved by both our trace-
based simulation and our i.i.d. model in terms of 10%, 50%
and 90%-tile. For the 90%-tile, our baseline model matches
the results closely, while for the 50% and 10%-tile the model
predicts higher throughput. These differences for the 50% and
10%-tiles are explained by the frequent backoff interruptions
that appear in our trace-based simulation when the links
occupancy increases, an aspect not captured by the simple
model. In the case of MLO-NSTR, in addition to the previous
effect, the observed differences show that the model is also
optimistic regarding the probability to find the two links
idle since it does not either capture the existing temporal
correlation —even if low— between links.

Findings: While MLO-STR is able to leverage the inde-
pendent occupancy of multiple links to achieve better than
additive capacity, MLO-NSTR only reaches near-additive ca-
pacity when the two links are almost completely idle, making
it less suitable for crowded scenarios.

B. Throughput Gains and Spectrum Occupancy

The benefits of MLO compared to SLO are strongly affected
by spectrum occupancy. Importantly, the occupancy of the
primary and secondary link affect the MLO state machine
quite differently as described in Section In light of the
above, we conduct separate experiments according to the
average per-link occupancy observed on each 1-second sample
(as described in Section [[I-C).

Figure [§] shows the throughput of the two MLO modes
normalized to the one attained by SLO, depicted as both
numerical values and a heat map. First, we consider Figure [8a]
and MLO-STR opportunistic and asynchronous access. On
the diagonal, both links have nearly identical occupancy and
the gain compared to SLO is close to twofold, as expected
since the two links are accessed independently. In contrast,
when the secondary link has lower occupancy than the primary
(bottom right of Figure [8a) the throughput gain of MLO-STR
vs. SLO is highest, with a maximum factor of 14.7 when the
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primary and secondary links are busy 80% and 10% of the
time, respectively. While the absolute throughput values are
omitted from the figure, for this particular case MLO-STR
achieves 40.5 Mbps, while SLO achieves only 2.76 Mbps.

Figure [8b] depicts the results obtained for MLO-NSTR.
Compared to MLO-STR, the gains are dramatically reduced
and have a maximum of 1.8, due to the requirement that the
primary link be unoccupied. In terms of absolute throughput
values, when the primary and secondary links are respectively
occupied 10% and 80% of the time, MLO-NSTR achieves a
mean throughput of 39 Mbps. This value however plummets
to a mere 5 Mbps if the primary/secondary link occupancy is
reversed. That is, a busy primary link prevents MLO-NSTR
from achieving high throughput, even when availing of an idle
secondary link.

Findings: MLO-STR’s independent link access can yield
over 14x throughput gains compared to SLO by overcoming
a densely occupied link and taking advantage of a secondary
sparse link. Conversely, the performance of MLO-NSTR is
tied to the occupancy of the primary link, as the second link
can only be accessed when the primary is available too. As a
result, its throughput gain over SLO is at most twofold.

IV. DELAY EXPERIMENTS

A key performance objective of MLO is to improve delay
performance, including both average and tail performance
such as the delay distribution’s 95th percentile. As the above
throughput experiments demonstrated the critical role of link
occupancy, we partition the study into two cases. First, we
study the delay under the assumption that the two links used
have similar occupancy, showing how both MLO access modes
deal with a symmetrical increase in the occupancy of the two
links and diminishing transmission opportunities. Then, we
consider a secondary link statistically more occupied than the
primary, and study how each MLO mode adapts to a reduced
availability of its secondary link.

A. Symmetrically Occupied links

We begin by studying the case of symmetric link occu-
pancy, in which both MLO links have channels with similar
occupancy levels. In particular, we study epochs when both

links have occupancy of about 10%, 40%, and 70%, which
we denote as symmetric low, medium, and high occupancy.
For SLO, the average throughput with fully backlogged traffic
on the single link is 37 Mbps, 22 Mbps, and 6.8 Mbps,
respectively. For MLO, we study the delay performance in the
three spectrum occupancy cases as the traffic load increases.
We consider four traffic loads of {0.2, 0.4, 0.6, 0.8} times
the SLO throughput, so that all access modes operate in a
non-saturated regime, hence allowing to study their delay in
comparable conditions.

Figure [ shows the average and 95th percentile delay for all
channel access modes and the different link occupancies. First,
observe that when both links have 10% occupancy (Figure [9a)),
MLO has strikingly improved latency scaling with increasing
traffic load compared to SLO. For example, at 20% traffic
load, MLO-STR and MLO-NSTR offer a modest decrease in
average delay compared to SLO of 17% and 9% respectively.
In contrast, when the traffic load is 80%, MLO-STR and MLO-
NSTR reduce the average delay by 69% and 62%. This scaling
is even more pronounced when analyzing the 95th percentile
of delay, in which MLO achieves up to a 78% delay reduction.
Thus, for both average and 95th percentile delay, the benefits
of MLO are increasingly pronounced under higher traffic load.
Indeed, in this case there are often multiple packets in the
buffer such that both interfaces can be used. Moreover, with
a relatively low link occupancy of 10%, both links are often
available.

Next, consider the case that both links have symmetrical
medium (40%) occupancy (Figure [Ob) and note the change
in y-axis scale. Here, SLO’s average delay increases by
nearly an order of magnitude with increasing traffic (i.e.,
from 2 to 18 ms), whereas the 95th percentile delay increases
much more rapidly, exceeding 100 ms. In contrast, MLO-
STR can yield a striking order of magnitude reduction in
95th percentile delay compared to SLO. The reason is that
with access to either or both links, MLO-STR realizes delay
benefits unless both links are occupied.

Unfortunately, unlike MLO-STR, the benefits of MLO-
NSTR over SLO are limited and mostly confined to how the
average delay scales with traffic load. Indeed, MLO-NSTR
can only gain access to the secondary link if the primary link
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Fig. 10: Latency for asymmetrically occupied links (indicated as {primary, secondary}) vs. normalized traffic load.

is also idle, implying that the average delay is guaranteed
to be lower than the average delay under SLO. However,
the 95th percentile delays are triggered by long periods of
occupancy of the primary link, thus making any availability
of the secondary link during this time irrelevant. As a result,
the 95th percentile delay under MLO-NSTR rapidly grows as
the normalized traffic load increases.

Lastly, when both links have high (70%) occupancy
(Figure [Oc), MLO-STR again has the most favorable
95th percentile delay scaling with traffic load, providing sub-
stantial reductions as compared to both SLO and MLO-NSTR.
Nonetheless, at such high link occupancies, even MLO-STR
has difficulty finding transmission opportunities on either
link, so both mean and 95th percentile delays are increasing.
Additionally, MLO-NSTR provides negligible benefits in both
average and 95th percentile delay compared to SLO.

Findings: When both links have symmetric medium to
high occupancy, MLO-NSTR fails to provide significant
95th percentile delay benefits compared to SLO. The key
reason is that MLO-NSTR is only able to realize a benefit
compared to SLO if both links are simultaneously unoccupied,
an increasingly unlikely occurrence in this scenario. Fortu-
nately, MLO-STR yields significant 95th percentile latency
benefits (compared to both SLO and MLO-NSTR) even in the
challenging regime of increasing occupancies and traffic. This
is because MLO-STR can reduce packet waiting time even
when it cannot simultaneously utilize both available links.

B. Asymmetrically Occupied links

We continue by employing the same normalized traffic loads
as in the previous section, but consider epochs of asymmetric
link occupancy. Between the two links, we present the case
that the primary is the less occupied one, and gauge to what
extent each MLO mode can exploit an extra (albeit busier) link
to reduce the delay. We note that the opposite case—i.e., when
the secondary link is on average less busy than the primary—
favors both MLO modes, since SLO would always incur a
high delay and both MLO modes would take advantage of a
more idle secondary link.

Figure [I0a depicts the case of a low (10%) primary
and medium (40%) secondary link occupancy. As expected,

MLO-NSTR always offers lower delay than SLO, with the
highest benefits occurring under higher traffic loads. How-
ever, MLO-STR surprisingly incurs a higher average and
95th percentile delay than SLO for the lowest normalized
traffic load of 0.2. Indeed, MLO-STR starts contention by
initializing the backoff counter as soon as a link is detected to
be idle. Unfortunately, such a link may be occupied before the
backoff timer expires, thus pausing the backoff counter. If the
backoff is paused too often (or for long intervals), the packet
could incur even higher delays than it would have if the other
link—initially busy—had been selected.

In Figure [T0b] this effect is exacerbated due to the even
higher occupancy of the secondary link, as selecting an idle
secondary link incurs the risk of the latter being occupied
before the backoff counter expires. When this occurs, the
95th percentile delay can be twice as high as that with SLO,
albeit still confined to below 10 ms. Nonetheless, MLO-STR
average and 95th percentile delays grow at a lower rate than
those of SLO as the traffic load increases. Indeed, MLO-STR
can still take advantage of a secondary link (even when highly
occupied) to reduce congestion and curb the latency when it
is caused not only by the link occupancy patterns but also by
the amount of traffic.

Finally, Figure depicts primary and secondary link
occupancy of 40% and 70%, respectively (note the different y-
axis scale due to higher load). Similar to the symmetric cases
of Figures [9b] and 0c| MLO-STR scales well with increasing
traffic load, keeping the average delay below that of SLO and
decreasing the 95th percentile by up to a half. Compared to
Figure[T0b} because the primary link occupancy has increased,
SLO delay increases more sharply with traffic load, whereas
MLO-STR achieves the lowest delays for the same reasons as
in the symmetric case.

Findings: Asymmetric primary vs. secondary link occu-
pancy radically transforms MLO performance. For MLO-STR,
despite its uniformly superior performance in symmetrically
occupied links, a secondary link that is much busier than the
primary can lead to even higher delays than using SLO. This is
owed to packets being suboptimally assigned to an interface
before carrying out the backoff, with the latter likely to be
interrupted on the busier link. This effect is exacerbated when
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the difference between link occupancies increases.

V. MLO-STR LATENCY DECOMPOSITION AND
REDUCTION

Given MLO-STR’s superior throughput performance and
delay performance under symmetrically occupied links, we
proceed to study the origins of the surprisingly worse delay
than SLO under asymmetric links. Moreover, we demonstrate
how to overcome this limitation with a modification to MLO-
STR.

A. Access and Queueing Delay

To study MLO-STR’s latency performance, we decompose
the total MAC delay into (i) the queueing delay, referring to
the time elapsed since a packet arrives to the AP until it is
allocated to an interface and (ii) the access delay, that spans
the time between a packet being assigned to an interface and
the beginning of its transmission, i.e., the contention time.

Figures [ITa] and [TTb] compare the delay under SLO and
MLO-STR when using links with symmetric occupancy of
10%. Here, access delay remains largely unchanged between
the two schemes across all traffic loads. Yet, the same does
not hold for queueing delay, which remains low under MLO-
STR for increasing load, whereas it rapidly grows for SLO,
exceeding the access delay. Specifically, while for SLO the
95th percentile queueing delay can reach up to 9x the access
delay, MLO-STR curbs the waiting time and thus the total
delay.

Figures and [TTd] keep the primary link occupancy to
10% but now consider an asymmetric secondary occupancy
of 70%. Although MLO-STR reduces the queueing delay
with respect to SLO by availing of two interfaces, its access

delay is higher than SLO, owing to a subset of packets being
transmitted through the secondary link, which incurs a higher
average occupancy. This latter effect may outweigh the former,
resulting in higher total delay under MLO-STR than under
SLO. It can also be observed that MLO-STR access delay
decreases as traffic load increases. This is a side effect of
the packet allocation process, explainable as follows. When
a packet is assigned to the busier—but occasionally idle—
secondary interface, it forces multiple subsequent packets
through the primary interface as the only option. The latter
creates an inherent trade-off in that for every packet assigned
to the busier interface, multiple others are assigned to the
interface having lower occupancy. As the traffic load increases,
this phenomenon becomes more pronounced, leading to more
packets being assigned to the lesser-occupied primary link,
thus reducing the average and the 95th percentile access delay.

Findings: MLO-STR significantly reduces the time that
packets spend waiting in the queue when compared to SLO,
for both symmetrically and asymmetrically occupied links.
However, while the access delay is similar when the two links
are symmetrically occupied, it can increase for MLO-STR
when the secondary link is busier than the primary, sometimes
outweighing the benefits of a reduced waiting time. These
events of high access delay are the result of assigning the
packet to an interface before the backoff starts. Indeed, a
packet may be assigned to an interface just before a long link
occupancy phase, pausing the backoff counter repeatedly and
significantly delaying the packet transmission.

B. MLO-STR with Deferred Decision

We have shown that—and explained why—MLO-STR can
lead to even higher delays than SLO in the case of links
with different occupancies. To better understand the design



space of MLO channel access, we define a minor variation—
denoted MLO-STR with Deferred Decision (MLO-STR+)—
which overcomes this limitation of MLO-STR by deferring the
decision about which link to use until the end of the backoff
countdown.

The main features of MLO-STR+ are (i) running as many
backoff instances as radio interfaces while there are packets
waiting for transmission, and (ii) allocating the first packet
waiting to the interface with the backoff counter that expires
first. This differs from MLO-STR, in which we allocate
packets once links are idle, before running the backoff.
Implementing MLO-STR+ requires only minor changes to
the Wi-Fi MLO state machine: the ability to control when
an interface can initiate, pause, and complete the backoff
countdown without actually being allocated a packet. A com-
parison between MLO-STR and MLO-STR+ operations is
illustrated in Figure[12] where it can be observed that the delay
experienced by the first packet (the one exhibiting the worst-
case delay in MLO-STR), is notably reduced with MLO-STR+
albeit at the expense of increasing the delay of the second

packet.
1 2
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Fig. 12: Tllustration of MLO-STR vs MLO-STR+. MLO-STR+
reduces the delay incurred by packet #1 at the expense of that
incurred by packet #2.

Figure shows the resulting average and 95th percentile
delay for MLO-STR+, MLO-STR, and SLO. Observe that
MLO-STR+ consistently outperforms both MLO-STR and
SLO for both average and 95th percentile delay for all traffic
loads and link occupancy combinations. Figure [I4] depicts the
breakdown of the waiting and access delay of MLO-STR+,
showing that MLO-STR+ reduces the average and worst-case
access delays while maintaining similar queueing delays than
those in Figure Namely, the 95th percentile of both the
access delay and the total delay are reduced by up to 60%
when employing MLO-STR+ instead of MLO-STR.

Findings: MLO-STR+ improves MLO-STR by delaying the
link allocation of the packet at the head of the queue until one
of the backoff counters expires, thereby leveraging up-to-date
information on the link state, and ultimately improving the
link allocation decision. The performance of MLO-STR+ also
shows how MLO channel access can be improved by jointly
controlling the operation of the multiple radio interfaces.

C. Packet jitter

Variance in the delay is an important metric to consider for
next-generation networks. We have shown that MLO can be
used to reduce network delay, and expect that it can also reduce
the variability with which transmissions reach their target.

We analyse the packet jitter for the same cases shown in
Figures and by studying the standard deviation of the
delay. Figure [I5] shows the jitter for each access method. The
jitter increases with traffic load for all access methods, except
for MLO-STR, where decreases steadily. The reason for such
a behavior in the case of MLO-STR is the high delays some
packets suffer when transmitted through the secondary link,
which at low traffic loads significantly differ from the low
delay of the packets transmitted through the primary link. For
a traffic load of 0.8, the only point in which SLO has a higher
delay than MLO-STR (see Fig. [[3b), MLO-STR still shows
a jitter that is twice as high as the one for SLO. This high
variability in MLO-STR delay further showcases its limitations
in assigning packets to interfaces, and the negative effect of
allocating packets to a busy secondary link. Similar as in the
delay, MLO-STR+ is able to circumvent such a situation by
deferring the decision about which link to use at the end of
the backoff countdown.

Findings: MLO-STR incurs a high variability in its delay
due to the blind allocation of packets to high occupied links,
having jitter an order of magnitude higher than any other
method at worst. MLO-STR+ and MLO-NSTR keep their jitter
below that of SLO, thus offering more consistency in their
operation.

VI. DELAY EXPERIMENTS WITH REAL TRAFFIC

The experiments presented so far have used over-the-air
channel traces coupled with artificial traffic generated by a
Poisson Process with fixed packet size and variable rate.

Here, we consider actual application traffic traces in order to
jointly account for real traffic and real channels. In particular,
we employ Google Stadia [24]], a latency-sensitive cloud gam-
ing application that streams videogames from Google’s servers
directly to a user’s browser, and use it to generate packet size
and arrival times. We consider a single gamer and collect traces
corresponding to two different screen resolutions, namely 720p
and 1080p, leading to average traffic loads of 10.4 Mbps and
22.1 Mbps, respectively. We use the same previous experi-
mental methodology, generating the traffic (packet arrival time
and size) according to the values extracted from the captured
Google Stadia’s traces. The main difference between Poisson
traffic and Google Stadia’s traffic is that, in the latter, packets
arrive in periodic batches every 1/60 sec following the video
frame rate, thus creating short congestion periods. More details
about Stadia’s traffic properties can be found in [24[—[26]]
where they have been also employed to generate traffic as
done in this paper.

Figure [T6a] shows the delay performance for the same sce-
nario as in Figure Ob] i.e., the one with symmetric link occu-
pancy of 40%. To facilitate a comparison between Figures
and [Ob] we note that a normalized traffic load of 0.6 and 0.8
from Figure [Ob]is the closest to the traffic load of Stadia’s 720p
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and 1080p resolutions respectively. For video at 720p, MLO-
STR achieves a staggering order-of-magnitude reduction in the
95th percentile delay compared to SLO, keeping it well below
10 ms. The delay with MLO-NSTR is also consistently below
that of SLO, although significantly underperforming MLO-
STR. A resolution of 1080p can only be supported through
MLO, with MLO-STR still guaranteeing a delay below 10 ms.
Similar results were obtained with Poisson traffic, confirming
the ability of MLO-STR to reduce the latency when the

two links are symmetrically occupied regardless the traffic
characteristics.

Figure [I6b]shows the delay performance for the asymmetric
scenario considered in Figures [T0D] and [I3B] i.e., that with
primary and secondary link occupancy of 10% and 70%,
respectively. The experimental results obtained using Stadia’s
traffic at 720p exhibit similar qualitative trends as those
employing Poisson traffic. Indeed, MLO-STR increases the
delay over SLO by 85.5%, a performance degradation even
worse than the 68.6% delay increase observed under Poisson
traffic.

Findings: Experiments using real application traces cou-
pled with real channel occupancy traces confirmed our main
findings originally obtained under Poisson traffic, namely: (i)
MLO achieves significant delay reduction over SLO, and may
enable new applications whose traffic load cannot otherwise be
delivered in a timely manner; (ii) MLO-STR can suboptimally
allocate packets to a secondary interface that is busier than the
primary, occasionally yielding even higher delays than SLO;
For MLO-STR, such an effect can be further exacerbated
under the real-world traffic considered due to batch packet
arrivals; and (iii) By deferring the decision on which interface
to allocate a packet to, MLO-STR+ yields the lowest delay in
all scenarios considered.

VII. CHANNEL BONDING

In previous sections, MLO was using twice the bandwidth
of SLO, which certainly contributes to the observed gains. In
this section, we use channel bonding to equalize the amount
of spectrum bandwidth used by SLO and MLO, so as to better
study the MLO performance gains stemming from contending
over multiple narrow links vs. using a single wide one.

Channel bonding with preamble puncturing allows the use
of multiple non contiguous 20 MHz channels. Each link
uses an 80 MHz channel, containing four 20 MHz channels.
From these, one is assigned as the primary, where backoff
is performed, and all others are considered secondary. Prior
to the backoff expiring, all secondary channels are checked,
and all available channels are used for transmission (e.g., if
three 20 MHz channels are open, transmission happens over
60 MHz). The same implementation of channel bonding with
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preamble puncturing used in [23] is considered, supporting
also allocating multiple resource units to a single user as
defined by IEEE 802.11be [7].

We employ the same channels previously used, 36 and 100,
as the primary channels of each link, and the subsequent
channels as the secondary channels. For SLO, we use 40 MHz
links (channels 36 and 40), and 80 MHz (36, 40, 44, and 48)
links, while for MLO, we use 20 MHz (36 and 100) and 40
MHz (36-40 and 100-104) links, respectively. We use the same
traffic loads as in the previous sections.

A. Same bandwidth for SLO and MLO

Previously, we used two 20 MHz links for MLO, thus
doubling the bandwidth of the SLO link. In this section we
study if SLO can achieve similar gains as MLO by just
doubling its channel bandwidth, and thus both schemes use
the same amount of spectrum.

We focus on the asymmetric link case only, under the
same conditions as in previous sections. To generate the wider
links, we consider the adjacent channels from the same dataset
sample used in previous experiments so as to keep the existing
temporal correlation between them.

Figure [T7) shows the average and 95th percentile delay for
an increasing traffic load with different link bandwidths. As
expected, using a link bandwidth of only 20 MHz leads to
the highest delays for all schemes. Then, increasing the link
bandwidth to 40 MHz leads to a delay decrease of up to
25% in SLO, and 17.8% in MLO-STR+. Comparing SLO
performance at 40 MHz with MLO-STR+ using 2 links of
20 MHz each, we can observe that MLO-STR+ continues to
outperform SLO. The same is observed for SLO 80 MHz and
MLO-STR+ using 2 links of 40 MHz each. Moreover, we can
observe that in Figures and MLO-STR+ with 20 MHz
links achieves lower delays than SLO using a 80 MHz channel,
i.e., MLO-STR+ improves SLO performance using half of the
SLO bandwidth in total when the occupancy of the two links
does not differ excessively. Otherwise, as shown in Figure[T7b}
this does not hold in the 10%-70% case since the secondary
link is too busy, requiring to use the same bandwidth, i.e., two
links of 40 MHz each, to outperform SLO.

Finding: The use of higher bandwidth links leads to a
decrease in the delay for both SLO and MLO. However, using
two links of lower bandwidth, each with its own backoff, still
leads to better results than a single link with higher bandwidth,
showing that MLO-STR+ achieves its performance mainly due
to running multiple backoff counters instead of one.

B. Primary Channel Selection

Channel bonding performance can vary depending on the
primary channel used [23]. By allowing SLO to use wider
channels than MLO to keep the same total bandwidth, SLO
has more opportunities to find an emptier primary channel that
could lead to lower delays than MLO.

We use the same setup as in the previous section, consider-
ing 40 and 80 MHz links, but each link is now free to select
the less occupied 20 MHz channel as its primary channel in
every spectrum sample.

Fig. [I8] shows the delay for different channel widths when
the less occupied channel of each link is selected as primary
channel. Comparing the results with Fig. where the
primary channel was fixed for each link, we can observe a
significant delay reduction. For SLO, the delay for 40 and 80
MHz is reduced by a factor 3.8 and 6.1, respectively, compared
to the case where the primary channel is fixed. Similarly, for
MLO, for a 40 MHz link, the delay is reduced by a factor
9.5. Overall, a significant gain in delay is observed for both
SLO and MLO-STR+ in Fig. [T8]by allowing dynamic primary
channel selection. It is specially remarkable that SLO 40 MHz
results in lower latency than MLO-STR 2x20 MHz. The reason
is that SLO is able to leverage the existence of channel 40,
with an occupancy lower than the one of channel 36.

Findings: Channel bonding and MLO operation both require
careful selection of the channels used. A dynamic choice in
the primary channel shows up to 6.1x and 9.5x lower delays
in SLO (80 MHz) and MLO-STR+ (2x40 MHz) respectively.
Remarkably, there are cases where SLO can outperform MLO-
STR+ when the extra available choices to set the primary
channel allow it to find a much emptier channel than the ones
used by MLO-STR+. Moreover, and focusing only on MLO,
allowing to dynamically select the best primary channel in
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each link multiplies the latency improvements obtained by
contending over multiple independent links, yielding almost
an order of magnitude decrease compared to a static choice.

C. Channel bonding and MLO-NSTR

We now focus on MLO-NSTR, and study its performance
using channel bonding with primary channel selection in the
same conditions as MLO-STR+ in previous section. As MLO-
NSTR’s behavior is very similar to channel bonding (both
using primary and secondary hierarchies), we would expect
NSTR and SLO behavior to be similar if the bandwidths used
are equal.

Figure [I9] shows the MLO-NSTR delay when the lowest
occupancy primary 20 MHz channel is selected for each link.
Much like Figure [I8] for MLO-STR+, MLO-NSTR can greatly
benefit from channel bonding, with its delay being reduced
by a factor of up to 5.8x when switching from 20 MHz
to 40 MHz links. However, SLO with a bandwidth of 80
MHz results in lower delays than 2 links of 40 MHz with
MLO-NSTR, while MLO-STR+ still outperforms SLO. The
reason is that SLO with an 80 MHz bandwidth uses 4 channels
of 40% occupancy, while MLO-NSTR has a secondary link
using channels with 70% occupancy, limiting the amount of
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Fig. 19: Latency for occupancy of {40%, 70%} with dynamic
primary channel selection

times MLO-NSTR can transmit simultaneously, and the total
effective bandwidth used.

Findings: The use of a single backoff counter in its primary
link prevents MLO-NSTR to benefit from parallel transmis-
sions on both links, thus achieving a similar delay reduction
as SLO in the best case.

VIII. RELATED WORK

Multiple Radios: The use of multiple radios or links has
been studied for a variety of technologies and protocols.
5G Multi-Connectivity of a single device to multiple other
technologies such as LTE and Wi-Fi has been investigated
as a way to achieve higher capacity and meet ultra-reliability
constraints [27]-[29]. In [30]], the importance of link homo-
geneity is studied, showing that using links that are too far
apart in terms of latency will result in no gains over single
link communication. Multi-Path TCP has also been considered
as a way to enable the use of TCP over multiple connections
of Wi-Fi, 3G and LTE [31]]-[34]. In [35], a framework for
Multi-Path with multi-connectivity across different networks
is presented, which also shows a decrease in bitrate when
links have differences in their latencies. In [36]], a Multi-Path
implementation for QUIC is presented, also discussing the



impact of heterogeneous links, and how adding high latency
secondary paths can lead to worse performance.

The use of multiple radios focusing only on Wi-Fi de-
ployments has been studied as well, seeking to improve
reliability [20] and reduce latency [21] through cooperative
links. Handoff delays can also be reduced by dedicating one
radio to data exchange while another one serves management
frames [37]-[39]. Insights learned through such works have
provided the basis for the current Wi-Fi standardization efforts
to support multiple radios and Multi-link Operation in IEEE
802.11be.

Multi-Link Operation: Multi-Link Operation —as the key
feature of IEEE 802.11be— has already received significant
attention from the Wi-Fi community. The feasibility of the
Simultaneous Transmission and Reception mode depending
on the amount of cross-link interference is studied in [14]],
assessing the minimum spectral distance required between
links, and showing that 100 MHz is enough to ensure proper
packet reception, validating the 200 MHz separation between
channels considered in our work. The evaluation of the impact
that multi-link transmission has on the worst case latency for
real time applications is shown in [18], showing that only
using two links already leads to an order of magnitude delay
reduction in the 90th percentile delay in some cases, which is
confirmed by our results. STR delay for industrial and latency-
bound settings is also investigated in [[19], showing that a
secondary link leads to halving the average delay and almost
halving the worst case delay.

Coexistence and Traffic Differentiation: The interplay be-
tween SLO and MLO devices and its impact on latency is stud-
ied in [40] and [41]]. NSTR coexistence with legacy devices
is also studied in [42]], [43]. The interplay between multiple
STR nodes is studied in [44] Different implementations of
Multi-Link Operation are studied in [[12[], [[13]], [45]], analysing
the impact that each of them has on the WLAN throughput,
the latter finding a throughput increase of 200% and 80% for
STR and NSTR over SLO, respectively, which aligns with
our findings of MLO-STR with symmetrical occupancy, and
MLO-NSTR for a primary of 10% occupancy . Finally, traffic
allocation policies using multiple links are considered in [[15]],
and an adaptation of EDCA with MLO NSTR devices can
be found in [16] and in [46]. Real time application traffic
is also discussed in [17]], where different frequency resource
allocation schemes for MLO are proposed.

Performance Analysis: Most of the cited references have
studied MLO performance through simulations, although there
are also some cases in which new analytical models are derived
to study MLO performance. With the exception of [26] where
the focus is placed on the delay analysis under finite load
conditions, all other papers [[12f, [[13]], [45]-[47] focus on
the MLO efficiency under saturation (full-buffer) throughput
conditions.

To the best of our knowledge, this paper is the first work
studying the performance of Multi-Link Operation using real
spectrum occupancy measurements. While our results confirm
the potential latency gains of MLO seen in the state of the art,
the use of real spectrum measurements offers new and unique
insights on MLO performance otherwise not possible.

IX. CONCLUSIONS

To the best of our knowledge, this paper is the first ex-
perimental study of throughput and latency for MLO. Using
a dataset containing real-world channel occupancy measure-
ments in the 5 GHz spectrum, we studied throughput and la-
tency performance of two MLO channel access modes, MLO-
STR and MLO-NSTR. We demonstrated that MLO can enable
new latency-sensitive applications, whose traffic load cannot
otherwise be delivered in a timely manner through SLO. We
showed that when both links are similarly occupied, both MLO
modes can reduce the 95th percentile latency by nearly one
order of magnitude. In contrast, with asymmetrically occupied
links, we surprisingly found that MLO-STR, the mode with
superior throughput performance, can sometimes yield higher
worst-case latency than SLO. We proposed a deferred decision
enhancement to MLO-STR that overcomes this limitation.
We studied performance on traffic from a real delay-sensitive
gaming application to couple real channel experiments with
real application experiments. Finally, we showed how the
gains attained by MLO can further grow when using channel
bonding.

An important extension of this work would attempt at cap-
turing the behavior of various MLO modes analytically, rather
than via simulations, thereby allowing a more generalized
comparison and wide reproducibility of the results. We refer
the reader to [26] for a first attempt at the latter, and to
[44], [45] for fresh summaries of the MLO standardization
process. With Wi-Fi 7 defined and MLO up and running,
beyond-802.11be technologies are expected to operate in new
frequency bands [48] and/or augment the spatial reuse of
the old ones through advanced AP coordination [6f]. Looking
ahead, any new features being introduced in Wi-Fi 8 [49]
should be conceived atop MLO, and their performance studied
when paired with the latter.
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